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Abstract

We document the evolution of markups based on firm-level data for the US economy since 1955. Initially, markups are stable, even slightly decreasing. In 1980, average markups start to rise from 21% above marginal cost to 61% now. The increase is driven mainly by the upper tail of the markup distribution: the upper percentiles have increased sharply, while the median is unchanged. In addition to fattening upper tail of the unweighted markup distribution, there is reallocation of market share from low to high markup firms. This rise occurs mostly within industry for all industries. We also find an increase in the average profit rate from 1% to 8%. While there is also an increase in overhead costs, the markup increase is in excess of overhead. We then discuss the macroeconomic implications of an increase in average market power, which can account for a number of secular trends in the last four decades, most notably the declining labor and capital shares as well as the decrease in labor market dynamism.
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1 Introduction

Thriving competition between firms is a central tenet of a well functioning economy. The pressure of competitors and new entrants leads firms to set prices that reflect costs, which is to the benefit of the customer. In the absence of competition, firms gain market power and command high prices. This has implications for welfare and resource allocation. In addition to lowering consumer well-being, market power decreases the demand for labor and damps investment in capital, it distorts the distribution of economic rents, and it discourages business dynamics and innovation. This in turn has ramifications for policy, from antitrust to monetary policy and income redistribution.

Despite the vital importance of market power in economics, surprisingly little is known about its systematic patterns for the aggregate economy and over time. In this paper, our main goal is to document the evolution of market power for the US economy since the 1950s. Based on firm-level data, we find that while market power was more or less stable between 1955 and 1980, there has been a steady rise in market power since 1980, from 21% above cost to 61% above cost in 2016. Over a 36 year period, that is an average increase in the price level relative to marginal cost of nearly 1% per year.

Once we have robustly established the fact, we discuss the macroeconomic implications of this rise in market power and the general equilibrium effects it has. We argue that the rise in market power is consistent with several secular trends in the last four decades, most notably the decline in the labor share and the decrease in the capital share. We also discuss how market power affects business dynamism and labor reallocation.

The evidence on market power we have to date comes from case studies of specific industries for which researchers have access to detailed data. In this approach championed by Bresnahan (1989) and Berry, Levinsohn, and Pakes (1995), the estimation of markups traditionally relies on assumptions on consumer behavior coupled with profit maximization, and an imposed model of how firms compete, e.g., Bertrand-Nash in prices or Cournot quantity competition. The fundamental challenge that this approach confronts is the notion that marginal costs of production are fundamentally not observed, requiring more structure to uncover it from the data. The firm’s optimal pricing decision relates observed price data to estimates of substitution elasticities in order to uncover the marginal cost of production, and consequently the markup. This approach thus requires a combination of data on consumer demand (containing prices, quantities, characteristics, consumer attributes, etc.) as well as the need for specifying a model of conduct. All these requirements have limited the use of the so-called demand approach to particular markets.

In this paper we follow a radically different approach to estimate markups, the so-called production approach. Recent advances in the literature on markup estimation by De Loecker and Warzynski (2012), that in turn builds on Hall (1988), relies on individual firm output and input data, and in contrast to the demand approach described above, posits cost minimization.
by producers. A measure of the markup is obtained for each producer at a given point in time as the wedge between a variable input’s expenditure share in revenue (directly observed in the data) and that input’s output elasticity. The latter is obtained by estimating the associated production function. The advantage of this approach is twofold. First, the production approach does not require to model demand and/or specify conduct for many markets over a long period of time. Second, we can rely on publicly available production data. In particular, most of the information we need is available in the financial statements of firms. While there still exist many measurement issues and associated econometric challenges, to our knowledge there is no viable alternative to make progress. This is the only method that allows us to uncover the basic pattern of market power over a long period of time and across the entire economy.

This paper starts by documenting the main patterns of markups in the US economy over the last six decades, and in doing so we provide new stylized facts on the cross-section and time-series of markups. This analysis is interesting and important in its own right as increasingly economic models allow for meaningful markup variation across producers and time; and allowing for this firm/time variation has substantially different implications for a variety of questions. The main analysis focuses on data from the financial statements of all publicly traded firms covering all sectors of the US economy over the period 1955-2016. And while publicly traded firms are relatively few compared to the total number of firms, they tend to be large. As of 2000, they account for 29% of total US private sector employees, excluding the self-employed and farm workers (Davis, Haltiwanger, Jarmin, and Miranda (2007)).

Our main finding is that while average markups were fairly constant between the 1950s and 1980 at around 1.2-1.3 (initially increasing and then slightly decreasing), there was a sharp increase starting in 1980 with average markups reaching 1.61 in 2016. In 2016, on average a firm charges prices 61% over marginal cost compared to only 21% in 1980. The increase was steep in the 1980s and 1990s, followed by a period of stable markups in the 2000s. At the end of the Great Recession of 2008, there has again been a sharp increase in market power. Second, there are marked changes in the distribution of markups over time. The increase occurs mainly in the top of the markup distribution. Markups in the top percentiles of the sales-weighted distribution go up most (from 1.5 in 1980 to 2.3 in 2016 for the 90th percentile), whereas markups at or below the median are flat or even decreasing. Third, there is no strong compositional pattern

---

2While the approaches – the demand approach and the production approach – differ, the obtained estimates should be similar. De Loecker and Scott (2016) apply both methods to estimate markups in the US beer industry, and find that they yield very similar markup estimates. In Appendix 5, we compare estimates from the literature using the demand approach to our estimates for the corresponding sector.

3For example, markup variability is found important in quantifying the gains from trade. Melitz and Ottaviano (2008) and Edmond, Midrigan, and Xu (2015), where trade reforms are best thought of as (exogenous) changes to competition and cost structures of firms.

4The data is from Compustat who extract the information from the Security and Exchange Commission (SEC) required public filing of financial statements. A handful of private firms are also included that have filing requirements.

5The only other attempts at measuring markups economy-wide that we have found in the literature are based on industry level aggregate data, and for the period up to the 1980s. Both Burnside (1996) and Basu and Fernald (1997) find little evidence of market power (nor of returns to scale or externalities), which is consistent with our finding that market power only picks up after 1980.
across industries and the increase occurs mainly within industry. The increase can therefore not be attributed to one particular industry such as technology. That of course does not exclude the possibility that technological change is driving the increase, only that the technology is affecting traditional sectors such as textiles for example as much as it is affecting more modern sectors. Finally, the rise in average weighted markups is due to an increase in the upper tail of the unweighted markups (roughly one third), combined with the reallocation of market share from low to high markup firms (about two thirds).

We then analyze market power. Markups measure how much higher prices are relative to marginal costs. However, markups larger than one do not necessarily imply firms are inefficiently exerting market power. If firms have high overhead costs, then a competitive firm will charge price over marginal cost exactly to offset the overhead. One major concern with the measured increase in markups is that this is due to a commensurate increase in overhead costs. Technological change may be one reason why overhead costs have grown as a share of total costs. Tech firms for example, invest a large amount in developing software that can then be reproduced at a very low marginal cost. We address this issue in two ways.

First, we introduce an alternative production technology where overhead is a factor of production, like capital. In this new technology we now have three factors of production: a bundle of variable inputs, and two fixed inputs, capital and overhead. While overhead as a factor of production still is not variable, in the long run it does adjust. In the traditional technology, overhead is a fixed cost that is incurred once at startup. In their financial statements, firms report overhead costs as Selling, General and Administrative Expenses (SG&A). These expenses are not directly related to production, and include sales, advertising, marketing, executive compensation,... and can in part be interpreted as expenses on intangible capital. We find indeed that overhead as a share of costs have increased, from 15% to 21% of total cost, and that increase comes mainly from large firms. When we estimate output elasticities for the technology with overhead as a factor of production, we find that there is a role for technological change. In this new technology, the elasticity of variable inputs decreases over time. As a result of this technological change, the estimated average markup rises from just under 1 to around 1.32 (the levels are lower because costs to compensate for factors of production now include overhead). Instead of an increase by 40 points, there is an increase by about 30 points. Technological change thus accounts for roughly one quarter of the increase in average markups. We also find that there are increasing returns to scale and that the returns to scale (measured as the sum of the Cobb-Douglas coefficients) increase by about 5-10 percentage points between 1980 and 2016.

The second way to address the role of overhead is to calculate the profit rate, which is total sales minus all cost (including overhead and the user cost of capital) as a share of sales. We find that the average profit rate has risen from close to 1% in 1980 to around 8% in 2016. While overhead costs have increased, markups have increased even more and firms charge an excess markup that more than compensates for overhead. In fact, it is the firms with the highest overhead costs that charge the highest excess markup and that therefore have the highest profits. The increase in the average profit rate is thus also driven by the right upper tail. We also find that the stock market valuation as a share of sales has risen over the same period. These facts
confirm that firms increasingly exert market power: they charge higher prices not merely to compensate for higher overhead costs, they also obtain higher profits. One important caveat here is that we assume that all expenses and overhead costs are properly accounted for. Firms may have incurred huge costs at startup that are thus not accounted for in present overhead costs and are now reaping the benefits from it.

We perform a number of robustness exercises. The main one is to use data from the US Censuses to perform the same analysis for the full universe of firms. This addresses the major concern that our data on publicly traded firms is not representative of the whole economy. We focus on the Census of Manufacturing, the Census of Retail and the Census of Wholesale. The results we find mirror those we find in each of the sectors for the publicly traded firms. In Manufacturing and Retail, markups trend upwards since the 1980s, and down in Wholesale. And as with the publicly traded firms, the rise in average markups is driven by the increase in the upper percentiles. The important conclusion is that these results establish that the rise of market power is not restricted to the publicly traded firms and extends to universe of all firms in these sectors. We also find that this is mainly driven by some firms, for most firms markups do not change. This is even more pronounced in the Census data where the very upper tail of the distribution shows a sharp increase. It should be noted that while the Censuses are comprehensive for their coverage, the amount of data for each firm is substantially worse than that of the publicly traded firms. Most importantly, there is no information on overhead so we cannot analyze market power or calculate firm profits.

After we establish the main facts, we discuss the implications of the rise in market power for recent debates in the macro/labor literature. In particular, we analyze how the rise in markups naturally implies a decrease in the labor share. It follows immediately from the firm’s optimization decision that high markups necessarily lead to lower expenditure on inputs such as labor. Hence the negative relation between markups and the labor share. We further discuss the role rising markups play in the decrease in the capital share, the decrease in low skilled wages, the decrease in labor market participation, and the decrease in labor reallocation and in interstate migration.

The analysis of markups and market power plays a central role in many literatures in economics, most notably in Industrial Organization, Macroeconomics and Labor Economics. As a result, it has always received due attention. Currently, there are several papers that touch on the aggregate dimension of market power that we stress here. Gutiérrez and Philippon (2017) analyze the Herfindahl-Hirschman Index (HHI) of concentration as a measure of market power (see also Grullon, Larkin, and Michaely (2016) and Brennan (2016)). They find that the increase in concentration is mainly driven by a decrease in domestic competition. This in turn leads to a decrease in firm-level investment, particularly in intangible assets by industry leaders. Our findings are consistent with theirs. Methodologically, our approach has the advantage that it

---

What the increase in market power as we measure it tells us is that firms now would have incurred a much bigger cost up front than they did four decades ago, when it was close to zero. Also, the magnitude of this difference is around 7% of firm sales, extrapolating to the economy would imply roughly 14% of GDP (across firms in the economy, the ratio of sales to value added is around 2).
derives firm-level markups, which circumvents the limitations of the HHI measure. Hartman-Glaser, Lustig, and Zhang (2016) and Autor, Dorn, Katz, Patterson, and Van Reenen (2017) focus on the role of large firms. Hartman-Glaser, Lustig, and Zhang (2016) document that the firm-level capital share has decreased on average, even though the aggregate capital share for U.S. firms has increased. They explain the divergence with the fact that large firms now produce a larger output share even if the labor compensation has not increased proportionately. Autor, Dorn, Katz, Patterson, and Van Reenen (2017) document that the growing importance of large firms that dominate the market. They show that this leads to higher concentration and that it decreases the labor share. Like ours, their results are based on firm-level data, not macroeconomic aggregates. Our analysis explicitly derives markups as a measure of market power and we show that markups are directly related to the labor share at the firm level.

Since our first results came out, Traina (2018) and Karabarbounis and Neiman (2018) have criticized our findings arguing that the increase in markups is entirely offset by the increase in overhead as measured by SG&A. We disagree. In part, because their method does not use the correct notion of markups, as they bundle variable and fixed factors of production. But more importantly, we disagree because their conclusion is ill-founded. We show that there is indeed an increase in overhead, but that the increase in markups more than offsets this increase. We thus find that there are excess markups, which is consistent with the increase in profits that we document. Finally, also the macroeconomic implications of market power have recently received attention. In addition to the work already mentioned, Eggertsson, Robbins, and Wold (2018) start from our facts and document the implications for the macroeconomic Kaldor facts, in line with what we do. And Barkai (2017) analyzes the secular decline in capital ratios, while other research finds that there is a link between markups and aggregate outcomes such as IT pricing (Karabarbounis and Neiman (2014)) and housing (Rognlie (2016)).

The paper is organized as follows. In Section 2 we present the empirical framework to recover markups. In Section 3 we document the evolution of markups under different specifications of the technology. We show in Section 4 the extent to which the increase in markups also implies an increase in market power. We analyze the robustness of our findings in Section 5 and we discuss the macroeconomic implication in Section 6. We conclude in Section 7.

2 Empirical Framework

We start out by discussing the empirical framework that we build on to describe the patterns of markups in the US economy. In particular, we show that firm-level output and input data for firms across the US economy is sufficient to measure firm-level markups. To that end, we use minimal assumptions on producer behavior, yet without assumptions on product market competition and consumer demand. Once we have laid out the fundamentals of the production approach, we discuss how to implement it, with a particular focus on backling out output.

Most notably, concentration is not necessarily related to market power when products are differentiated (see Bresnahan (1989), and an adequate concentration measure requires precise knowledge of what constitutes a market with information on all firms in that market.)
elasticities either from production function estimation or from cost shares.

2.1 Obtaining Markups from Producer Behavior

Measuring markups is notoriously hard as marginal cost data is not readily available, let alone prices, for a large representative sample of firms. The standard approach in modern Industrial Organization is to specify a particular demand system that delivers price-elasticities of demand which, combined with assumptions on how firms compete, delivers measures of markups through the first order condition associated with optimal pricing. This approach, while powerful in other settings, is not useful here for two distinct reasons. First, we do not want to impose a specific model of how firms compete across a large dataset of firms active in very different industries, or commit to a particular demand system for all the products under consideration. Second, even if we wanted to make all these assumptions, there is simply no information on prices and quantities at the product level for a large set of sectors of the economy over a long period of time to successfully estimate price elasticities of demand, and specify particular models of price competition for all sectors.

We rely on a recently proposed framework by De Loecker and Warzynski (2012), based on the insight of Hall (1988) to estimate firm-level markups. The method uses information from the firm’s financial statements, and does not require any assumptions on demand and how firms compete. Instead, markups are obtained by exploiting cost minimization of a variable input of production. This approach requires an explicit treatment of the production function.

Consider an economy with \( N \) firms, indexed by \( i = 1, ..., N \). Firms are heterogeneous in their productivity and otherwise have access to a production technology \( Q_{it}(\cdot) \). In each period \( t \), firm \( i \) minimizes the contemporaneous cost of production given the production function that transforms inputs into the quantity of output \( Q_{it} \) produced by the technology \( Q_{it}(\cdot) \):

\[
Q_{it} = Q_{it}(\Omega_{it}, V_{it}, K_{it}),
\]

where \( V = (V^1, ..., V^J) \) is the vector of variable inputs of production (including labor, intermediate inputs, materials, ...), \( K_{it} \) is the capital stock and \( \Omega_{it} \) is the Hicks-neutral productivity term that is firm-specific. The key assumption is that within one period (a year in our data), variable inputs frictionlessly adjust, whereas capital is subject to adjustment costs and other frictions. Because in the implementation we will use information on a bundle of variable inputs, and not the individual inputs, in the exposition we treat the vector \( V \) as a scalar \( V \). We consider the Lagrangian objective function associated with the firm’s cost minimization:

\[
\mathcal{L}(V_{it}, K_{it}, \lambda_{it}) = P^V_{it} V_{it} + r_{it} K_{it} + F_{it} - \lambda_{it}(Q(\cdot) - \bar{Q}_{it}),
\]

where \( P^V \) is the price of the variable input, \( r \) is the user cost of capital, \( F_{it} \) is the fixed cost, \( Q(\cdot) \) is the technology specified in equation (1), \( \bar{Q} \) is a scalar and \( \lambda \) is the Lagrange multiplier.

---

\*We derive the expression to compute markups in the most general case of firm-specific technologies, as long as the production function is twice differentiable. We subject our main empirical findings to various robustness check precisely related to this production technology heterogeneity.

\*Below, we will use lower case letters to denote logs, for example, \( \log(P^V) = p^V \). For capital we use \( r \) because of general convention, but we assume \( P^K = r \) so that we can denote \( \log(r) = p^K \).
We assume that these input prices are given to the firm. It is important to note that this does not preclude that the input provider charges a markup over marginal cost, potentially leading to double-marginalization. The method for computing markups allows for arbitrary markups along the input-output table of the economy. We consider the first order condition with respect to the variable input \( V \), and this is given by:

\[
\frac{\partial L_{it}}{\partial V_{it}} = P_{it} V_{it} - \lambda_{it} \frac{\partial Q(\cdot)}{\partial V_{it}} = 0.
\]  

(3)

Multiplying all terms by \( V_{it}/Q_{it} \), and rearranging terms yields an expression for the output elasticity of input \( V \):

\[
\theta_{it}^v \equiv \frac{\partial Q(\cdot)}{\partial V_{it}} \frac{V_{it}}{Q_{it}} = \frac{1}{\lambda_{it}} \frac{P_{it} V_{it}}{Q_{it}}.
\]  

(4)

The Lagrange multiplier \( \lambda \) is a direct measure of marginal cost – i.e. it is the value of the objective function as we relax the output constraints. We define the markup as \( \mu = \frac{P}{\lambda} \), where \( P \) is the price for the output good, which depends on the extent of market power. Substituting marginal cost for the markup to price ratio, we obtain a simple expression for the markup:

\[
\mu_{it} = \theta_{it}^v \frac{P_{it} Q_{it}}{P_{it} V_{it}}.
\]  

(5)

The expression of the markup is derived without specifying conduct and/or a particular demand system. Note that with this approach to markup estimation, there are in principle multiple first order conditions (of each variable input in production) that yield an expression for the markup. Regardless of which variable input of production is used, there are two key ingredients needed in order to measure the markup: the revenue share of the variable input, \( \frac{P_{it} V_{it}}{P_{it} Q_{it}} \), and the output elasticity of the variable input, \( \theta_{it}^v \). While this approach does not restrict the output elasticity, when implementing this procedure it depends on a specific production function, and assumptions of underlying producer behavior in order to consistently estimate this elasticity in the data.

A crucial component to measure markups is to obtain an estimate of the output elasticity of a variable input of production (\( \theta_{it}^v \)). We use two distinct methods to estimate the output elasticity of the production function. First, we estimate a parametric production function for each sector using recent techniques that take into account the well-known potential biases discussed in the literature. This method accounts for the fact that the variable factor of production \( V \) adjusts in response to a productivity shock, while the fixed factor \( K \) does not. This requires us to restrict the production function to a particular functional form to guarantee that the coefficients of interest – which determines the output elasticity – are identified. Second, we non-parametrically estimate the output elasticity using (constructed) cost shares. Both approaches have their advantages and disadvantages, which we discuss below. The focus of this paper is

\[ ^{10} \text{We do maintain the assumption that the input price is not a function of the input quantity demanded, either through bargaining, bulk discounting or long-term contracts. For a formal analysis allowing for such input price feedback see De Loecker, Goldberg, Khandelwal, and Pavcnik (2016) and for an application see Morlacchi (2017).} \]
to provide a robust description and analysis of markups across producers covering the entire economy, over more than six decades, rather than proposing one particular estimation routine to obtain output elasticities.

2.2 Output Elasticities: Production Function Estimation

We rely on what have become standard methods in production function estimation. However, we do depart from the literature by considering time-varying production function parameters. In particular, in the baseline model we estimate production functions with both time-varying and sector-specific coefficients, for each of the 22 sectors (i.e. 2 digit NAICS). There are good reasons to believe that technology varies across sectors of the economy, from retail with giants like Walmart and Amazon, to highly specialized medical devices companies. Equally or more important for the evolution of markup is that the technology is time-varying. Over a period of seven decades, technology is likely to change. This is important for the estimation of markups since systematic technological change will imply a time-varying output elasticity $\theta^V_{it}$. From inspection of equation (5), imposing a constant technology and hence a constant $\theta^V$ will therefore yield an overestimate of the markup if $\theta^V$ is decreasing and an underestimate if $\theta^V$ is increasing.

We follow standard practice and rely on a panel of firms, for which we estimate production functions by industry. For the benchmark specification, we consider a sector-year-specific Cobb-Douglas production function, with a variable input bundle and capital as inputs. For a given industry $s$ we consider the production function:

$$q_{it} = \theta^V_{st} v_{it} + \theta^K_{st} k_{it} + \omega_{it} + \varepsilon_{it}, \quad (6)$$

where lower cases denote logs and $\omega_{it} = \ln \Omega_{it}$, where $q_{it}$ is a measure of realized firm’s output, and $\varepsilon_{it}$ is the unanticipated shock to output, or simply classical measurement error in output – i.e., $q_{it} = \ln(Q_{it} \exp(\varepsilon_{it}))$.

The challenges in estimating production functions, using any dataset, be it the Compustat data or plant-level manufacturing census data, can be grouped into two main categories: 1. dealing with unobserved productivity shocks ($\omega_{it}$); and 2. extracting units of output and inputs from expenditure data. Both these issues are of course not independent, and we rely on methods that aim to deliver consistently estimated output elasticities, dealing with both adequately.

2.2.1 Unobserved productivity

We follow the literature and control for the simultaneity and selection bias, inherently present in the estimation of equation (5), and rely on a control function approach, paired with a law of

\[11\] In principle we can consider industries at a lower level of aggregation, e.g. 3 digit NAICS, at the cost of pooling over longer periods of time, hereby keeping output elasticities constant over that same period.

\[12\] Because of data scarcity, we use a five year rolling window around the year where we estimate the technology. In Section 5 as well as in the Appendix, we discuss the estimation routine in further detail, and show the robustness of our findings with the baseline technology to different technological specifications.

\[13\] We consider various specifications of the production function, both at the level of the economy and the industry. In particular, below we also consider the more flexible translog production functions.
motion for productivity, to estimate the output elasticity of the variable input. In what follows, we work under the assumption that output and inputs are expressed in comparable units of quantity, either directly through deflating or indirectly, by imposing additional structure. We turn to the latter in the next subsection.

The attractive feature of the control function approach in our context is that it rests on an optimal input demand equation, which is immediate in the cost minimization framework used to recover an expression for the markup. In particular, the insight from Olley and Pakes (1996) is that the (unobserved) productivity term \( \omega_{it} \) is given by a function of the firm’s inputs and a control variable, \( d_{it} \), such that \( \omega_{it} = h_{st}(d_{it}, k_{it}) \). The literature has suggested two types of control variables: static (e.g. intermediate inputs, see Levinsohn and Petrin (2003)) and dynamic (investment, see Olley and Pakes (1996)). Ackerberg, Benkard, Berry, and Pakes (2007) provides an excellent treatment of the two approaches.

Regardless of which control variable is used, this method relies on a so-called two-stage approach. In the first stage, the measurement error and unanticipated shocks to output are purged using a non-parametric projection of output on the inputs and the control variable:

\[
q_{it} = \phi_t(v_{it}, k_{it}, d_{it}) + \varepsilon_{it},
\]

(7)

where \( \phi = \theta^V_{st}v_{it} + \theta^K_{st}k_{it} + h_{st}(d_{it}, k_{it}) \). The productivity process is given by \( \omega_{it} = g(\omega_{it-1}) + \xi_{it} \), and this gives rise to the following moment condition to obtain the industry-year-specific output elasticity:

\[
\mathbb{E}(\xi_{it}(\theta^V_{st})v_{it-1}) = 0.
\]

(8)

In the second stage, \( \xi_{it}(\theta^V_{st}) \) is obtained, given \( \theta^V_{st} \), by projecting productivity \( \omega_{it}(\theta^V_{st}) \) on its lag \( \omega_{it-1}(\theta^V_{st}) \), where productivity is in turn obtained from \( \phi_{it} - \theta^V_{st}v_{it} - \theta^K_{st}k_{it} \), using the estimate \( \phi_{it} \) from the first-stage regression. This approach identifies the output elasticity of a variable input under the assumption that the variable input use responds to productivity shocks, but that the lagged values do not, and more importantly, that lagged variable input use is correlated with current variable input use, and this is guaranteed through the persistence in productivity.

### 2.2.2 Units

A well known challenge when estimating production functions is that output and inputs are not measured in quantities. In almost any dataset, we fail to observe physical output and

---

14 We estimate the production function, by industry, over an unbalanced panel to deal with the non-random exit of firms, as found important in Olley and Pakes (1996). However, the source of the attrition in the Compustat data is likely to be different than in traditional plant-level manufacturing datasets — i.e., firms drop out of the data due to both exit, and mergers and acquisitions, and as such the sign of the bias induced by the selection is ambiguous. We are, however, primarily interested in estimates of the variable output elasticity, while the selection bias is expected to impact the capital coefficient more directly.

15 In the case of the static control, \( d_{it} = v_{it} \), and the function \( \phi \) collapses to \( \phi_t(v_{it}, k_{it}) \).

16 The presence of unobserved price heterogeneity, in both output and inputs, generates various biases. See De Loecker and Goldberg (2014) for a discussion and potential solutions. In addition, even when prices are readily observed in the data, there is still a potential bias due to unobserved quality differences among products or inputs.
input \((q, v, k)\). Instead we observe sales and expenditures on the various inputs. It is best practice to deflate these variables with the relevant industry-specific deflator. Denote the deflated input price (in logs) of input \(j\), for \(j = \{V, K\}\) by \(p^j_{it}\), and the (deflated) output price (in logs) by \(p_{it}\). This yields the following specification that we, in general, take to the data:

\[
q_{it} + p_{it} = \theta^V_{st} \tilde{v}_{it} + \theta^K_{st} \tilde{k}_{it} + \omega_{it} + p_{it} - \sum_j \theta^j_{st} p^j_{it} + \varepsilon_{it},
\]

where \(\tilde{j}\) denotes (the log of) deflated expenditure on input \(j\), e.g. \(\tilde{v} = v + p^j\). This might seem an obvious problem, but the literature on production function estimation has only recently started to pay close attention to the implications of these unobserved price and quality components. Given our focus on markups, it is important to distinguish the bias of the output elasticities \((\theta)\) from the bias of the productivity residual \((\omega + p - \sum\theta^j_{st} p^j_{it})\). Given that we are only interested in estimating the output elasticity of the variable input \(\theta^V\) for a given industry and time period, under certain modeling restrictions we can obtain consistent estimates of the production function without relying on separate price and quantity data\(^{18}\).

1. **Time Aggregation.** If we consider the standard Cobb-Douglas specification adopted in the literature where the production function coefficients do not change over time, the bias induced by the price terms would only affect the level of the markup, but not the variation across producers in a given year, or over time\(^{19}\). This immediately suggests an interesting observation: if we stick to the time-invariant output elasticity specification, then the time-series findings in this paper, which are at the core of our investigation, are not affected by unobserved output and input prices. Nor are the results about the within-sector changes affected by the inability to observe relevant physical output and input data. We do, however, potentially bias the findings across industries where the bias could depend on the level of price heterogeneity in a given industry.

2. **Pass-Through.** In the most general case, given the production structure assumed throughout, we are left with (deflated) revenue and (deflated) expenditures, as specified in equation \((9)\). Conditional on productivity shocks, the error terms cancels out if variation in input prices (scaled by their relevant output elasticity) are perfectly absorbed by the variation in output prices. This is the case if pass-through is complete, i.e., changes to input prices are fully passed on to prices, scaled by the relevant cost share of that input (i.e. the output elasticity). This can

\(^{17}\)The exception being the US Census of Manufacturing, which for a handful of products consistently has comparable output quantities, see Foster, Haltiwanger, and Syverson (2008).

\(^{18}\)As we will show below, perhaps somewhat counterintuitively, observing neither output or input prices, and therefore relating sales to expenditures can under certain conditions generate consistent estimates of the output elasticities. We subject our markup analysis to a variety of specifications and robustness checks to confront the inability to observe producer-level output and input prices.

\(^{19}\)This is the approach adopted by Brandt, Van Biesebroeck, Wang, and Zhang (2017) to study the markup dynamics in the Chinese economy during the WTO accession.
be thought of as operating both within a producer over time, or across producers in any given year.\footnote{De Loecker (2011) considers the case where the only source of price heterogeneity comes from the output side. This is of course an assumption, but it is motivated by the standard common input price model adopted in the productivity literature. This implies that we are left with only an output price bias.\footnote{De Loecker (2011) relies on the insights of Klette and Griliches (1996) and introduces a demand system to separate the demand from the production patterns. The main insight is that observable demand shifters allow the identification of the elasticity of demand, and thus we can control for unobserved prices. This approach is less attractive in our case since we do not have plausible instruments shifting the demand for all relevant sectors and time periods.} More generally, the variation in markups can be controlled for by a function, $M(\cdot)$, that contains relevant determinants of markups.\footnote{Under arbitrary returns to scale the relationship between sales and the input bundle expenditure depends on the scale of production, say $\gamma$. This yields $q_{it} + p_{it} = \theta_c \tilde{v}_{it} + \theta_k \tilde{k}_{it} + \ln \mu_{it} + \gamma q_{it} + \epsilon_{it}$.\footnote{For example, in a standard Cournot homogeneous good model, the markup is only a function of the firm market share $m_{it}$. A related, and recently adopted approach by Atkeson and Burstein (2008), considers a nested-CES demand structure with Cournot competition, and this gives rise to a control function in a firm’s market share, and the market share of the industry in the economy. Finally, in full-fledged models of oligopoly with consumer taste for characteristics (e.g. Berry, Levinsohn, and Pakes (1995)), this control function in addition contains the vector of product characteristics.}}

In the case of incomplete pass-through, the variable markup creates a wedge between the output price and the input price bundle. This implies that the output elasticity is in general biased. However, an alternative strategy presents itself by recognizing how the total error term in (9) relates to marginal cost. Under a constant returns to scale production function:

$$\ln \lambda_{it} = \sum_h \theta_j p^j_{it} - \omega_{it}. \tag{10}$$

Using the fact that $p_{it} = \ln \mu_{it} + \ln \lambda_{it}$, and plugging in the expression for the price in equation (9) yields

$$q_{it} + p_{it} = \theta_c \tilde{v}_{it} + \theta_k \tilde{k}_{it} + \ln \mu_{it} + \epsilon_{it}. \tag{11}$$

This expression highlights that output elasticities can be consistently estimated using data on sales and expenditures as long as one can control for markups. If in fact the variation in markups is uniquely determined by cost-side heterogeneity, say productivity, then the approach discussed in the previous subsection applies. More generally, the variation in markups can be controlled for by a function, $M(\cdot)$, that contains relevant determinants of markups.\footnote{For example, in a standard Cournot homogeneous good model, the markup is only a function of the firm market share $m_{it}$. A related, and recently adopted approach by Atkeson and Burstein (2008), considers a nested-CES demand structure with Cournot competition, and this gives rise to a control function in a firm’s market share, and the market share of the industry in the economy. Finally, in full-fledged models of oligopoly with consumer taste for characteristics (e.g. Berry, Levinsohn, and Pakes (1995)), this control function in addition contains the vector of product characteristics.} As expected, there is no one-size-fits-all control function specification, but rather we have to subject our results to a variety of robustness checks regarding which variables to include in $M(\cdot)$. Empirically we consider equation (11) for each sector and year and we approximate $M(\cdot)$ by a year-industry specific linear function, and include a firm’s market share (in the reported 4 digit industry and productivity as determinants of markups). We treat the unobserved productivity shock $\omega_{it}$ like before. The output elasticities are identified and estimated using the same moment conditions as before, except that additional parameters are estimated – i.e., the parameters associated with the markup control function $M(\cdot)$:

$$\mathbb{E}(\tilde{\xi}_{it}(\theta^\prime_n) \tilde{v}_{it-1}) = 0, \tag{12}$$

where $\tilde{\xi}_{it}(\cdot)$ is obtained from projecting $\omega_{it}(\cdot)$ on $\omega_{it-1}(\cdot)$, and where now $\omega_{it}(\cdot) = q_{it} + p_{it} - \theta_c \tilde{v}_{it} - \theta_k \tilde{k}_{it} - \mu(m_{it})$, and where $m_{it}$ is the market share. The additional parameters to be estimated capture the relationship between a firm’s market share and its markup.
2.3 Cost Shares

An alternative to estimating production functions to obtain output elasticities is to rely on the cost shares, in particular that of the variable input $V$. This cost share is the share of expenditures on the variable input bundle in total cost. The cost-share-approach has the major advantage that it does not require to estimate the production and it consequently bypasses the thorny identification issues (unobserved productivity and prices).

However, this advantage does not come for free. First of all, this approach relies on each input of production to be variable and for production to occur under constant returns to scale. Only then will the cost share be equal to the output elasticity. This is the reason why prominent users of this approach, most notably Foster, Haltiwanger, and Syverson (2008), compute the average cost share across the sample period to try and eliminate the cross-sectional deviations due to adjustment costs. Of course, given that we require time-varying technology coefficients, that approach is less attractive. Second, in order to compute the total cost of production, a user cost of capital is required ($r$ in our framework). This is not required for the estimation of production functions (where we use $k$, not $rk$) and it poses an empirical challenge to measure this user cost of capital accurately, due to the heterogeneity across firms and time. In addition, measurement error in the capital stock will directly affect the output elasticity, whereas in the production function (at least in the Cobb-Douglas production function we consider) the measurement error in capital is expected to mainly impact the capital coefficient.

While averaging the cost shares across producers and time has the potential benefit of eliminating the deviations due to adjustment costs of factors, it still requires time-invariant technology parameters and constant returns to scale in production. These are assumptions we do not wish to maintain in the context of our analysis. Time-varying technology parameters and returns to scale are fundamentally potential confounders of interpreting rising wedges of sales to variable input expenditures as rising markups, and consequently market power. For these reasons, the cost shares approach offers a robustness check but should be interpreted with caution. At the same time we acknowledge that this approach yields a powerful, and transparent method to measure the output elasticities directly in the data, provided we impose a common user cost of capital.

We therefore resort to calculating year-specific cost shares, by industry or firm. We consider two levels of aggregation. First, we consider firm-time specific cost shares, which incidentally imply that our measure of the markup is simply the ratio of sales-to-total costs, a popular measure of markups in the literature. This highlights that this approach is subject to the caveats discussed above. In order to partly deal with the variation in adjustment cost across producers in a given period, in addition we consider the median cost share by industry-year.

---

23 Collard-Wexler and De Loecker (2016) perform Monte Carlo simulations to evaluate the impact of measurement in capital and they find a small spillover bias onto the variable input (labor).

24 Below, we follow Syverson (2004) and estimate the scale elasticity, subject to the other potential biases when estimating production functions, using $q_{it} = \gamma \ln Z_{it} + \omega_{it} + \varepsilon_{it}$, where $\ln Z_{it} = \alpha V v_{it} + \alpha K k_{it}$ and $\alpha$ denotes the relevant cost share, when we consider the traditional production function.
3 The Evolution of Markups

With the empirical framework laid out, we now document the evolution of markups for different estimation methods. We first describe the data in greater detail. Then we start by considering the traditional production function with fixed costs.

3.1 Data

The choice of data is driven entirely by the ability to cover the longest possible period of time, and to have a wide coverage of economic activity. This for example rules out exclusively using the US Census of manufacturing establishments, given the decreasing share of manufacturing in the overall employment of US economy, from about 25% in 1960 to 9% in 2014 (Baily and Bosworth (2014)). The Census also does not include information on overhead at the firm level. To our knowledge, Compustat is the only data source that provides substantial coverage of firms in the private sector over a substantial period of time, spanning the period 1950 to 2015. While publicly traded firms are few relative to the total number of firms, because the public firms tend to be the largest firms in the economy, they account for 29% of private US employment (Davis, Haltiwanger, Jarmin, and Miranda (2007)).

There is a serious concern though that the sample of publicly traded firms is not representative of the distribution of the universe of firms. Listed firms are bigger, older, more capital intensive, and more skill intensive. They also involve a bigger role for multinationals. And the industry mix of Compustat firms differs from that of the private sector as a whole. We deal with the selection from the publicly traded firms in two ways. In Section 3.6 we repeat our analysis on the US Censuses. For a number of sectors, there we have the universe of firms. Second, we use the population weights of each sector to adjust the weights in the Compustat sample (see Section 5). While we still only use publicly traded firms to calculate the markups, we account for any bias due to the sectoral composition.

The Compustat data contains information of firm-level financial statements, which allows us to rely on the so-called production approach for measuring markups. In particular, we observe measures of sales, input expenditure, capital stock information, as well as detailed industry activity classifications. The item from the financial statement of the firm that we will use to measure the variable input is “Cost of Goods Sold” (COGS). It bundles all expenses

25 The data covers all firms that are traded on US stock exchanges and that have as a result the obligation to file with the Securities and Exchange Commission (SEC), as well as some private firms that have SEC filing requirements.

26 There are also pronounced trends in the number and character of listed firms in recent decades. These developments are well documented in the literature. To summarize briefly, there was a huge influx of riskier, younger firms in the 1980s and 1990s (See, e.g., Fama and French (2004), Davis, Haltiwanger, Jarmin, and Miranda (2007), and Brown and Kapadia (2007).) And, in something of a reversal, there has been a huge net decline in the number of U.S. listed firms since the early 2000s (see Gao, Ritter, and Zhu (2013) and Doidge, Karolyi, and Stulz (2017). And in the period since the mid 1990s, the average firm size has increased.

27 The Compustat data has been used extensively in the literature related to issues of corporate finance, such as CEO pay, e.g., Gabaix and Landier (2008), but also for questions of productivity and multinational ownership, e.g., Keller and Yeaple (2009).
directly attributable to the production of the goods sold by the firm and includes materials and intermediate inputs, labor cost, energy.\footnote{The sample does not directly report a breakdown of the expenditure on variable inputs, such as labor, intermediate inputs, electricity, and others, and therefore we prefer to rely on the reported total variable cost of production. Alternatively, we could rely on imputed intermediate inputs as in\footnote{Keller and Yeaple}[2009]. However, that requires additional assumptions by deriving a measure of intermediate input use from operating income before depreciation, and the total wage bill, where the latter is imputed from multiplying the reported total number of employees with industry-wide wage data.} In addition, we observe relevant, and direct accounting information of profitability and stock market performance. The latter information is useful to verify whether our measures of markups, as discussed below, also relate to the overall evaluation of the market. Table\textit{A.1} in the Appendix provides basic summary statistics of the firm-level panel data used throughout the empirical analysis.

From our data we construct a measure of the user cost of capital. We follow the standard procedure in the literature and use \( r_t = (i_t - \pi_t) + \delta \), where \( i_t, \pi_t, \delta \) are the nominal interest rate, the inflation rate and a depreciation rate. We use Gross Capital (PPEGT) that we adjust for the industry-level input price deflator (PIRIC from FRED), for the federal funds rate and for an exogenous depreciation rate and risk premium jointly that we set at 12\%.\footnote{Below, when we investigate the capital share (the user cost of capital divided by sales) we find, not surprisingly, that this measure is quite volatile. Gross Capital is a long term measure that adjusts at a lower frequency and that therefore is more subject to aggregate fluctuations. Also, in the 1970s there was a sudden drop in capital investment. Those were tumultuous financial times: inflation was high and financial frictions were considered higher.}

Our data also has a measure of Overhead, booked under “Selling, General and Administrative Expenses” (SG&A). This item includes selling expenses (salaries of sales personnel, advertising, rent,...), general operating expenses, and administration (executive salaries, general support related to the overall administration). We use SG&A to calculate total costs – not just the cost of factors of production – in order to measure the profits of the firms. In addition, below we will consider a production technology, different from the conventional technology, where we treat overhead as a factor of production.

\textit{Censuses.} As a robustness exercise and to verify the extent of selection bias in our sample of publicly traded firms, we repeat exercise for the Economic Census. The Economic Census is administered every five years (in years ending in “2” and “7,” e.g. in 2012). It is composed of Censuses of different sectors: a Census of Manufactures, a Census of Retail Trade, a Census of Wholesale Trade, and so on. Within each sector, it covers the universe of employer establishments (establishments which hire workers, and are not just one-person sole proprietorships); compliance is legally required. “Establishment” denotes a discrete physical unit, but an establishment is also required to identify its firm if it is part of a multi-establishment firm. The microdata for the oldest Census (manufacturing) begins in the 1960s; coverage of most sectors begins in the 1970s or 1980s, and the most recently added Census, covering the financial service industries, begins in 1992. Together they now cover virtually the entire US private sector, with the exception of non-employer establishments, and of agriculture (the US Census of Agriculture is now administered separately by the USDA, instead of the US Census Bureau). Our data for all Economic Censuses ends in 2012.
The Census of Manufactures contains establishment-level data on sales, in addition to very comprehensive data on inputs (the total labor wage bill, capital, materials, and so on). However, most of the other sector censuses (retail, wholesale, etc.) only contain data on establishment-level sales and wage bill, and not other non-labor inputs. In section 3.6 we will analyze markups for Manufacturing, Retail and Wholesale. A more detailed description of the Census data is in the Appendix.

### 3.2 Traditional Production Function with Fixed Costs

The traditional production function (in equation (1), henceforth denoted by PF1) takes factors of production $V$ (variable) and $K$ (fixed) as inputs. The fixed cost $F$ from overhead is not a factor of production and therefore does not matter for output, even though it matters for profits.

We use the production function estimation technique described above to derive the average markup. The estimation method for the production technology allows for flexibility in how disaggregated the data is. For the baseline measure of our markup, we estimate the technology with an elasticity that is time-varying and specific to each sector. We denote sectors by $s$. Then the output elasticity for all firms $i$ in sector $s$ is $\theta_{st}^V$, and the markup (equation (5)) of a firm $i$ in sector $s$ is given by:

$$\mu_{it} = \frac{\theta_{st}^V P_{it} Q_{it}}{V_{it}}.$$  

(13)

This generates a markup estimate for each firm $i$. From the distribution of markups across all firms, we first derive the average markup, weighted by the share of sales of the firm $i$ in the entire sample:

$$\mu_t = \sum_i m_{it} \mu_{it},$$  

(14)

where $m_{it} = \frac{S_{it}}{S_t}$ is the market share of sales in the sample with $S_t = \sum_i S_{it}$.

Figure 1 reports the evolution of our baseline measure of average markups across the economy over time. In the beginning of the sample period markups were relatively stable, initially slightly increasing to 1.34 in the 1960s and then decreasing to 1.21 in 1980. Since 1980 there has been a steady increase to 1.61. In 2016, the average markup charged is 61% over marginal cost, compared to 21% in 1980. In Online Appendix 4 we report a few examples of individual firms’ markups.

To establish the robustness of the markup measure in the baseline, in Section 5 and the Appendix we report the average markup measure for different specifications of the production technology to estimate the output elasticity. We estimate the output elasticity that is: 1. time-invariant and sector-specific $\theta_s$; 2. time-varying and not sector-specific $\theta_t$; 3. time invariant and not sector-specific $\theta$; 4. We also estimate a technology that is translog and we report the input-weighted average markup from the baseline model.

We now repeat the analysis where we obtain the output elasticity from cost shares. For each firm we have an observation for the cost share $\alpha_{it}^V = \frac{p_j^V V_{it}}{p_j^V V_{it} + r_t K_{it}}$. Within an industry, we use
Figure 1: Average Markups for Conventional Production Function. Output elasticities $\theta_{st}$ from estimated PF1 are time-varying and sector-specific (2 digit). Average is sales weighted. Evolution 1955-2016.

the median of the distribution as the measure for the output elasticity:

$$\theta_{st} = \text{median}_{i \in s} \{ \alpha_{it}^V \}. \quad (15)$$

Figure 2 reports the sales-weighted average of the markups with the output elasticity derived from the cost-share for the traditional production technology where overhead is a fixed cost and denoted by CS. The pattern is very similar to that in Figure 1. There is a moderate decrease from the 1960s and then an increase from 1980 up to 2016. The level is slightly higher and the increase by 50 points is somewhat more pronounced.

From inspection of the definition of markup in equation (5), the rise in the markup could potentially be attributed to two sources: 1. an increase in the ratio of sales to expenditure on variable inputs; or 2. technological change, an increase in the output elasticity $\theta^V$ over time. In Figure 3a we plot the average cost share of the factors of production $V$ and $K$ as well as the average output elasticity estimated from PF1. There is some volatility in the cost shares, and the estimated output elasticity is decreasing over the time period, but the magnitude of the changes are fairly small. This indicates that the steep increase in markups is driven by the increase of sales over expenditure on inputs. Firms are selling their goods at higher margins. This is also evident from inspection of Figure B.1 in the Appendix where we report the markup for a constant $\theta^V$. The pattern there is virtually identical to the one in the baseline model in Figure 1. This tells us that the evolution of the average markup is mainly driven by the ratio of sales to expenditure on variable inputs and not by changes in the output elasticity.

Because there is a fixed cost, the increase in markups does not mean that there has been an increase in the profits. It may be that firms sell their goods a higher margin because they are incurring higher fixed costs. Figure 3b plots the cost share of variable factors in the total cost.
Output elasticities $\theta_{st}$ are time-varying and sector-specific (2 digit, median). Average is sales weighted. Evolution 1955-2016.

Figure 2: Average Markups for the Conventional Production Function using Cost Shares: CS1. (a) Output elasticity PF1 and Cost Shares: $V$ and $X$ (b) Output elasticity PF2 and Cost Shares: $V$ and $X$

Figure 3: Average Cost Shares and Average Output Elasticity (sales weighted average).

(consisting of variable factors, capital and overhead), as well as the cost share of overhead. We see that there is a slight decrease in the cost share of the variable factor of production from 80% in the beginning of the sample to 70% in 2016. The share of the fixed cost has increased from 18% at the beginning to 24% towards the end. This is indicative of the fact that the overhead cost, and thus the technology, has changed. We further investigate this technological change in the next section.

Following the initial circulation of our results, Traina (2018) and Karabarbounis and Neiman (2018) have argued that the increase in SG&A has fully offset the increase in the markup. However, they mix the notion of variable and non-variable factors of production. By summing the
variable factors of production (COGS) with the non-variable factors (SG&A), they do not measure the price to marginal cost ratio, or the markup, because they assume SG&A varies in the firm’s optimization decision, which we show below is counterfactual. Instead, we treat SG&A either as a one-off fixed overhead cost, or a non-variable factor of production (in Section 3.3 below). In addition, by summing SG&A and COGS, these two factors of production are assumed to be perfect substitutes, which is not a realistic assumption. This affects the markups as well as the estimated output elasticities needed to calculate the markup.

3.3 Production Function with Overhead as a Factor of Production

The conventional production function uses as factors of production the variable input \( V \) and capital \( K \). All other expenditures accounted for as not directly related to the production of the goods sold are overhead. They are considered fixed costs, a cost incurred that is independent of the output produced. This is the standard approach in the Industrial Organization literature on markup estimation.

In contrast to the conventional interpretation of the production technology, we propose an alternative interpretation where a portion of the overhead is a factor of production. Higher expenditure on getting more and better logistics managers will lead to an increase in the units produced. More sales people increases the units sold. Not all of this factor of production necessarily leads to more production, it may also mean just more sales. In order to be able to interpret overhead as a factor of production, we denote its expenditure by \( p^X X \), where the quantity that enters the production technology is \( X \) and the unit price is \( p^X \).

We now take this non-conventional interpretation of overhead as a factor of production seriously, and assume that all of it is a factor. The production function can then be written as \( Q(V, K, X) \) and firm profits are \( PQ(V, K, X) - P^V V - rK - P^X X \). We can apply the same cost-based method for the derivation of markups as laid out in section 2. We now treat \( X \) as a factor of production that enters the production function, but it is non-variable, just like capital \( K \). The treatment of the variable input \( V \) remains as before. The difference relevant for the measurement of markups therefore stems from the production function estimation and the resulting estimate for \( \theta^V \). To differentiate we denote the estimates from this production function by PF2. When we calculate elasticities based on cost shares that take into account overhead as a factor of production, we refer to it as CS2. To further differentiate the graphical representation, PF1 and CS1 are in plotted red, and PF2 and CS2 are in blue.

In Figure 4a, we report the evolution of the average markup with this new production technology. Qualitatively, we see a similar pattern for the increase in the average markup starting in 1980. Initially slightly below one, it increases by around 30 points in 2016. The increase for this technology is some 10 percentage points lower than for the traditional production function (Figure 1). This difference is driven by the fact that the cost share of overhead (and the estimated output elasticity \( \theta^X \)) is increasing over time (see Figure 3b). What matters for the markup estimate however is the elasticity \( \theta^V \). We know that it is roughly constant for the conventional production function (Figure 3a). For the production technology with overhead as a factor of production, \( \theta^V \) is slightly decreasing (Figure 3b). Therefore the estimated markup
In Figure 4b we plot the average markup where we use the cost shares as a measure for the output elasticity (CS2). The evolution of the average markup is markedly different. There is still a steady increase from 1980 onwards, but that increase is now by about 20 points only (instead of 40 points for PF1 and CS1, and 30 points for PF2). In addition, markups before 1980 are high relative to those after 1980. The reason for the discrepancy between the markup using PF2 and CS2 stems from the implicit assumptions underlying the technology that uses cost shares. While often hailed as non-parametric, using cost shares implicitly assumes a technology that imposes constant returns to scale. Only under constant returns (and Cobb-Douglas) is the cost share equal to the output elasticity. It turns out that ruling out returns to scale is an important factor in explaining why the average markup calculated with the cost shares increases less. We turn to returns to scale next.

### 3.4 Returns to Scale

With the estimated technologies (PF1 and PF2), we can evaluate any technological change that affects the returns to scale. Because the technology is Cobb-Douglas, the returns to scale are measured by the sum of the output elasticities: $\theta_V + \theta_K$ for PF1 and $\theta_V + \theta_K + \theta_X$ for PF2. We find that the estimated technology shows a rise in the degree of increasing returns over time. In Figure 5a we report the sum of the output elasticities for both technologies PF1 and PF2. For the conventional technology (PF1), from the start of the sample, the estimated returns to scale go from around 1.02 in 1980 to 1.08 in 2016. Instead, the returns to scale of the technology with overhead as a factor of production, there is an increase from 1.07 up to 1.13, reaching 1.22 in 2010. The fact that the production function with overhead as an input has higher returns to scale confirms that overhead $X$ is in part a fixed cost that generates increasing returns.
Moreover, since those returns to scale are increasing more over time as overhead increases, establishes that the role of overhead as a source of returns to scale is growing.

(a) RTS (sum of output elasticities) of Estimated (b) Estimated RTS of Cost Shares: firm CS and sector average CS

Figure 5: Returns to Scale

The increase in the returns to scale also explains why the markup estimate based on cost shares only shows an increase of 20 percentage points (Figure 4b), whereas under the elasticity estimated from the production function the increase since 1980 is 30 percentage points (Figure 4a). By construction, cost shares add up to one and therefore the implied elasticities are derived under the assumption of constant returns. As a result, the increase in the elasticity $\theta^X$ due to an increase in the expenditure share of overhead must necessarily lead to a decrease in $\theta^V$. With $\theta^V$ decreasing, from equation (5), the increase in the markup must necessarily be dampened. This illustrates that directly using the cost shares can by construction not account for any change in the returns to scale in the technology.

However, we can rely on the method first used in Syverson (2004) to derive the returns to scale based on cost shares. He assumes the following functional form for the technology based on cost shares but without constant returns:

$$ q = \gamma [\alpha^V v + \alpha^K k + \alpha^X x] + \omega, \quad (16) $$

with all variables in logs, where $\alpha^V = \frac{p^V V}{p^V V + r^K + p^X X}$ is the cost share of the variable input, and likewise for $\alpha^K$ and $\alpha^X$. While each cost share determines the output elasticity, the technology need not be constant returns and the curvature is captured by $\gamma$. In Figure 5b we plot two measures of the estimated $\gamma$, one for the average firm-level $\gamma$ and one where we impose a common $\gamma$ at the 2-digit industry level, both for the technology with overhead as a factor of production. Both reveal that also with this method, returns to scale have increased throughout the sample.

30 In principle, it could also lead to a decrease in $\theta^K$, but $\theta^K$ is so small it cannot offset all of the increase in $\theta^X$. We consistently find that the estimated $\theta^K$ is constant across all specifications.

31 An important caveat here is that we estimate this technology by means of a simple regression, without accounting for endogeneity.
There were DRTS before 1980 and since 1980 returns to scale have been increasing, up to 1.05 at the end of the sample.\footnote{In a recent paper (based on the original method proposed by Hall [1988] that works with aggregate data), Hall [2018] uses the expenditure shares (rather than the cost shares) to estimate markup.}

![Graph of average markup: Benchmark (PF2) and Cost Shares with Returns to Scale (Syverson)](image)

Figure 6: Average Markup: Benchmark (PF2) and Cost Shares with Returns to Scale (Syverson)

The evolution of returns to scale helps us understand the difference between Figures 4a and 4b. In the latter, we ignore the change in the returns to scale because Cost Shares are implicitly assuming Constant Returns to Scale. If instead we use the elasticities obtained for the Syverson (2004) technology in equation (16) which is equal to $\gamma \alpha_V$, we obtain an average markup (see Figure 6) that is very similar to the one using the elasticity estimated with the production function (PF2). The increase in $\gamma$ in Figure 5b implies that the elasticity $\alpha_V$ used in Figure 4b is multiplied by $\gamma$.

### 3.5 The Distribution of Markups

So far, we have only provided evidence of the average markup. A key finding is that the increase in markups is driven by a few firms, without any increase for most. The advantage of our method is that we obtain a markup for each firm, so we have a distribution of markups. In this section, we investigate how the higher moments of this distribution have evolved. We do all exercises for both production functions, with overhead as fixed cost (PF1, panels a.) and overhead as a factor of production (PF2, panels b.).

**The Dispersion of Markups.** To get an idea of the evolution of the entire distribution of markups, we plot the kernel density of the unweighted markups for 1980 and 2016 (Figure 7). For both markup measures, we find that the variance has increased and that in particular, the upper tail has considerably fattened and become longer. It is the upper tail that drives the increase in the average markup.
Because the kernel density does not take into account the weights, we next plot the different moments of the distribution of sales-weighted markups over time (Figure 8). We rank the firms by markup, and to obtain the percentiles we weigh each firm by its market share in the entire sample. This makes the percentiles directly comparable to our share weighted average. The ranking is updated each year, so the firms at the top may be different each year (below, we investigate the persistence in the markup process).

The increase in the average markup comes entirely from the firms with markups in the top half of the markup distribution. The percentiles below the median are largely invariant over time. For percentiles above the median, markups increase. For the 90th percentile in particular, the increase is sharpest. Between 1980 and 2016, it increases from 1.8 to 2.8 for the conventional production function (Figure 8a), and from 1.5 to 2.5 for the production function with overhead as an input (Figure 8b). This indicates that the change in average markup is largely driven by
a few firms that currently have much higher markups than decades ago.\footnote{This is consistent with the evidence in \cite{Kehrig2011}. He studies the cyclicality of productivity and finds that the dispersion in TFPR is increasing, especially in the upper tail.} We now turn to summarizing the evolution of markups in a simple stochastic process.

**The Process of Markups.** To capture some properties of the process that governs the evolution of markups, we assume the following autoregressive process for our measure of markups (with the conventional production function) as well as for the data on sales and employment:

\[ z_{it} = \rho x_{it-1} + \varepsilon_{it}, \quad z \in \{\log \mu, \log S, \log L\}. \] \hspace{1cm} (17)

Figure 9 shows the evolution of the cross-sectional standard deviation of the shocks in the markup, sales and employment processes. Starting in 1980, there is clearly a sharp rise in the standard deviation of the markup $\mu$ and a more moderate increase in that of sales $S$. Interestingly, there is much less of an increase in the standard deviation of employment $L$. If anything, there is a decline from 2000 onwards. This is because the increase in the standard deviation of markups is precisely driven by the increase in the wedge between the volatility of sales (increasing) and inputs, in this case labor (fairly constant and then decreasing).\footnote{As robustness checks, we have also included higher order terms of the persistence and find that those are not important.}

![Figure 9: The Evolution of the Standard Deviation of Markups, Sales and Employment (1960 - 2016). (AR(1) in logs on their lag with year and industry fixed effects; The estimated persistence is 0.84).](image-url)

This increasing wedge is consistent with the evidence in \cite{DeckerHaltiwangerJarminMiranda2014} that the shock process itself has not changed much but that the transmission of the shocks to inputs (labor) has.

**Decomposition Within versus Between Sectors.** We now decompose the change over time in the markup by firm size. Is the increase in markup over time due to a change of markup...
at the industry level (Δ within), due to a change in the composition of the firms – there are more firms with a high markup – (Δ between), or due to the joint change in markup and the firm composition (Δ cross term). This can be expressed in the following formula:

$$\Delta \mu_t = \sum_s m_{s,t-1} \Delta \mu_{st} + \sum_s \mu_{s,t-1} \Delta m_{s,t} + \sum_s \Delta \mu_{s,t} \Delta m_{s,t}. \quad (18)$$

We consider the change over 10 year periods starting in 1956. As we already observed in Figure 1, our baseline measure of markup has slightly decreased in the run up to the 1980s, and has since then increased at an increasing rate. The decomposition shows that the change in markup is mainly driven by the change within industry. Most of the Δ Markup is driven by Δ Within. There is some change in the composition between industries, but that is relatively minor compared to the within industry change. The change due to reallocation, the joint effect, is mostly small.

<table>
<thead>
<tr>
<th>Markup</th>
<th>Δ Markup</th>
<th>Δ Within</th>
<th>Δ Between</th>
<th>Δ Cross</th>
</tr>
</thead>
<tbody>
<tr>
<td>1966</td>
<td>1.337</td>
<td>0.083</td>
<td>0.057</td>
<td>-0.017</td>
</tr>
<tr>
<td>1976</td>
<td>1.270</td>
<td>-0.067</td>
<td>-0.055</td>
<td>0.002</td>
</tr>
<tr>
<td>1986</td>
<td>1.312</td>
<td>0.042</td>
<td>0.035</td>
<td>0.010</td>
</tr>
<tr>
<td>1996</td>
<td>1.406</td>
<td>0.094</td>
<td>0.098</td>
<td>0.004</td>
</tr>
<tr>
<td>2006</td>
<td>1.455</td>
<td>0.049</td>
<td>0.046</td>
<td>0.007</td>
</tr>
<tr>
<td>2016</td>
<td>1.610</td>
<td>0.154</td>
<td>0.133</td>
<td>0.014</td>
</tr>
</tbody>
</table>

Table 1: Decomposition of 10 year change in Markup.

The fact that most of the increase in markups is driven by the increase within sectors and not for particular sectors is an important unexpected discovery. Intuitively, we would expect that certain sectors such as Tech would see a much bigger increase in the markup. But as the sector specific markups in Figure 10.1 in the Online Appendix illustrate, there are no sectors that systematically have higher market power. This confirms that the increase in market power occurs in all sectors and industries.

The decomposition for the 3 and 4-digit industry classification is reported in Table 1 in the Appendix.
DECOMPOSITION AT THE FIRM LEVEL. We now address to what extent the rise in aggregate markups is driven by an increase in the firm level markups, or by an increase in the sales share of firms with high markups. Though not in all, in most theories of market power, firms that have higher market power also increase their market share (in the Cournot model in particular, the market share is a sufficient statistic of market power).

Our objective here is to decompose the change in the aggregate markup. We know from inspection of Figure 7a that the distribution of markups has changed, with a slight increase in the mean and a substantial increase in the variance. Now even if the markup distribution remained unchanged, we could observe an increase in the average weighted markup if high markup firms saw an increase in their market shares. Because reality is most likely a combination of both, we decompose the average markup at the firm level as follows:

\[ \Delta \mu_t = \sum_i m_{i,t-1} \Delta \mu_{it} + \sum_i \tilde{\mu}_{i,t-1} \Delta m_{i,t} + \sum_i \Delta \mu_{i,t} \Delta m_{i,t} + \sum_{i \in \text{Entry}} \tilde{\mu}_{i,t} m_{i,t} - \sum_{i \in \text{Exit}} \tilde{\mu}_{i,t-1} m_{i,t-1}, \]

where \( \tilde{\mu}_{it-1} = \mu_{it} - \mu_{t-1} \).

We apply the insights from the productivity-decomposition literature, and while this decomposition appears very similar to that in (18), it is different, first because it has one additional term, and second because its interpretation is very different. There is an additional term here because there is entry and exit of firms, whereas in the sectoral decomposition the number of sectors is fixed. But also the interpretation differs. Following Haltiwanger (1997), we consider a theoretical counterfactual where the ‘\( \Delta \) within’ term measures the average change that is due merely to a change in the markup, while keeping the market shares unchanged from last period. Instead, the ‘\( \Delta \) market share’ term measures the change due to an increase in market share while keeping the markup fixed. If this term is increasing, it captures the fact that firms with higher markups now have a higher market share and hence there is increase in the weight of the high markup firms. This in turn raises the average markup without raising the markup itself. The ‘\( \Delta \) cross term’ measures the joint change in markups and market share. We denote by ‘\( \Delta \) reallocation’ the joint effect of ‘\( \Delta \) market share + \( \Delta \) cross term’. Finally, the new last term measures the effect of entry and exit on markups. This captures the change in the composition of firms in the market. If the entering firms have higher markups than the exiting firms for example, then this term will be positive.

We first perform this decomposition across firms in the entire economy. This implies that the reallocation component captures movements of firms across all sectors. This is in contrast to the sectoral analysis presented in Table 1 where sector-level aggregate markups were 36

36We demean the (lagged) markups by the appropriate aggregate (share-weighted) level, in order to correctly identify the role of the reallocation term. With a slight abuse of notation the markup for entrants is given by \( \tilde{\mu}_{it} = \mu_{it} - \mu_{t-1} \). See Haltiwanger (1997) for more discussion.

37The ‘\( \Delta \) cross term’ is virtually zero in the experiments we perform.
calculated before exploring the within and between dimensions. We then perform the same decomposition for each of the broad sectors of the economy.

In Figure 10 we plot the average markup (in red), as well as three counterfactual experiments based on the decomposition starting in 1980. We set the initial level to 1980 and then cumulatively add the changes of each of the component terms in equation (19).

The first experiment (plot in blue) shows the evolution of the average markup as if there was only component ‘Δ within’ and all other components were zero. This shows that the rise in average markups in the 1980s and 1990s from 1.21 to 1.3 in 2000 is about one third of the total increase from 1.21 to 1.47. From 2000 onwards, this term decreases and picks up again after the great recession. The change in the average markup is also evident from Figure 7, where we see an increase in the upper right tail.

The second experiment (plot in black) shows the path of the markup if the only change had been due to ‘Δ reallocation’. All markups remain unchanged from last period, and we apply only the change in the market shares. The plot shows that accumulated over the whole time period, reallocation accounts for about two thirds of the change in the weighted markup. The main takeaway here is that there are two forces at work. On the one hand, the markup (the within term) increases, which is an indication of the change in pricing power of firms. In De Loecker, Eeckhout, and Mongey (2018) we show that this can be due to a change in the market structure (less competition) or due to technological change (bigger spread in firm productivity). On the other hand, there is also a reallocation of sales activity away from low markup firms towards high markup firms (the reallocation term). This is entirely consistent with a model of imperfect competition where firms with higher markups also attract a higher market share. This reallocation effect is in accordance with the findings in Autor, Dorn, Katz, Patterson, and Van Reenen (2017) and Hartman-Glaser, Lustig, and Zhang (2016) who establish that large firms have grown in size relative to small firms, and those firms tend to operate in

Figure 10: Decomposition of markup growth at the firm level.

The second experiment (plot in black) show the path of the markup if the only change had been due to ‘Δ reallocation’. All markups remain unchanged from last period, and we apply only the change in the market shares. The plot shows that accumulated over the whole time period, reallocation accounts for about two thirds of the change in the weighted markup. The main takeaway here is that there are two forces at work. On the one hand, the markup (the within term) increases, which is an indication of the change in pricing power of firms. In De Loecker, Eeckhout, and Mongey (2018) we show that this can be due to a change in the market structure (less competition) or due to technological change (bigger spread in firm productivity). On the other hand, there is also a reallocation of sales activity away from low markup firms towards high markup firms (the reallocation term). This is entirely consistent with a model of imperfect competition where firms with higher markups also attract a higher market share. This reallocation effect is in accordance with the findings in Autor, Dorn, Katz, Patterson, and Van Reenen (2017) and Hartman-Glaser, Lustig, and Zhang (2016) who establish that large firms have grown in size relative to small firms, and those firms tend to operate in

38In the Online Appendix section 3 we tabulate the measured yearly changes of each of the four components for all years between 1955 and 2016. The cumulative representation in Figure 10 shows decomposition of the change in markups in a more concise way.
more concentrated markets. While we find that reallocation term is important, it is not the only force at work. Unweighted markups have gone up (measured by the ‘Δ within’ term and visualized by the density of markups in Figure 7, especially in the upper tail), which is an important force behind the rise in market power. In a general equilibrium model with input-output linkages, [Baqee and Farhi (2017b)] find a similar decomposition of the within and the reallocation component.

The third experiment (plot in green) shows the evolution of markups if the only change was net entry of firms. The net entry component rises early on and is more or less constant afterwards, indicating that the rise in markup is not is not exclusively driven by the changing composition of firms in the sample. The net entry component can simply be driven by the fact that the panel of firms is not balanced and more firms enter than exit. In part, it can also be driven by mergers and acquisitions. Consider two firms that merge. If their joint market share is unchanged but they now charge higher markups, then the net entry term will be positive. Or it could be driven by the fact that the net entry accounts for a higher market share than the sum of the individual pre-merger shares.

Figure 11: Firm Level Decomposition by Sectors

In summary, the rise in aggregate markups is driven in part by a change in the markup
distribution itself, by a reallocation from low markup firms to high markup firms, and by some net entry. The first decade of the 1980s, all three forces are equally at work. But the end of the period, reallocation dominates.

In Figure 11 we repeat the decomposition exercise with the counterfactuals for a few leading (broad) sectors separately – i.e., Manufacturing, Wholesale, Retail and Services. In the manufacturing sector both the within and the reallocation component contributed positively to the sharp rise in the sector’s aggregate markup. Had market shares been kept at their initial level (here at their lagged levels, in each period we consider), the aggregate markup would only have increased by about 12 percentage points, leaving a role for the reallocation of market share towards high markup firms.

The Wholesale sector looks markedly different, where the aggregate markup is almost uniquely driven by the pattern of within markup growth. The other sectors, FIRE, Agriculture, Mining and Utilities all broadly follow the same trend – i.e. the markup growth component tracks the observed aggregate markup closely.

The Retail sector’s aggregate markup, on the other hand, is uniquely driven by overall markup growth leading up to the late nineties. From there onward, the negative reallocation term offsets a strong growth in markups. The latter suggests that high markup firms saw their market share decline in this last period of the sample period. The Services sector, arguably the most heterogeneous group, stands out in that markups consistently decline, at initial market shares. Had it not been for the reallocation of market share towards high markup firms, the sector’s aggregate markup would have declined from about 1.6 in 1980 to about 1.2 in 2016.

The sectoral analysis indicated that the increase in the aggregate markup was largely due to the rise of markups within sectors, and not the reallocation across sectors. Once we consider the micro-data, however, we find that there is, in addition to markup growth, a substantial role for reallocation of economic activity. In almost all sectors and periods this takes the form of a reallocation of market share towards the high markup firms; with the exceptions of the Retail sector in the period 2000-2016, where market shares moved towards relatively lower markup firms. The latter is consistent with the increasing share of online sales.

3.6 Results from the US Censuses

The data on publicly traded firms suffers from selection. So far, what we have analyzed cannot be generalized to the entire US economy. The publicly traded firms tend to be large, and the number of firms (less than ten thousand) is small relative to the approximately six million firms in the economy. Moreover, entry and exit in the sample of publicly traded firms is non-random. Even though the shares of GDP and of employment are large (because the firms are large), we want to find out whether our results are representative for the entire economy.

To that end, we repeat the exercise we have done above for the different Censuses in different industries. The advantage of the Censuses is that they represent the universe of firms

\[39\] The net-entry term contribution is harder to interpret given the inherent selection in and out of Compustat.

\[40\] We present the decompositions for the remaining sectors (Finance, insurance and real estate; Agriculture, Mining and Utilities) in Figure D.1.
within a sector and are therefore representative of the whole economy in that sector. We focus on three Censuses: Manufacturing (NAICS codes 31-32-33), Wholesale (NAICS code 42) and Retail (NAICS codes 44-45). We provide more detail on the sample construction and measurement of the key variables in Appendix A.

The measurement of markups in the census data relies on the framework outlined in section 2. The implementation, however, differs because we do not observe the same detailed information as in Compustat regarding a firm’s balance sheet and income and loss statement, with the exception of the census of manufacturing for which we do observe most of the traditional production and cost variables. The analysis of the manufacturing sector will therefore closely track the analysis applied to the universe of Compustat firm. There remains one big difference: there is to our knowledge no analogue to the reporting of SG&A (or overhead cost) in the census data. We therefore restrict our attention to the analysis of the conventional production function (PF1) without overhead as a factor of production, and the associated interpretation of the markups.

With the exception of the census of manufacturing data, we only observe the wage bill and sales consistently across plants and time. This implies that output elasticities cannot be measured or estimated due to the limited information on costs. For Manufacturing, where there is more detailed reporting of costs, we use the industry-time specific cost shares as measures for output elasticities. For Retail and Wholesale, we cannot impute the cost shares. Instead, we use the sector and time-specific output elasticities that we estimated from the publicly traded firms.

In the Census of Manufacturing we use the cost shares to construct the output elasticity of any variable input (labor and materials) at the 4 digit NAICS industry level (denoted by \( n \), by census year). This leads to the standard recovery of the output elasticity for the variable input:

\[
\theta_{nt}^V = N_{nt}^{-1} \sum_{j \in n} \frac{P_{jt}^V V_{jt} P_{jt}^V V_{jt} + r_{nt} K_{jt}}{P_{jt}^V V_{jt} + r_{nt} K_{jt}},
\]

(20)

where \( j \) denotes a plant active in industry \( n \); in this case a unique 4 digit NAICS code. For Manufacturing we can use information on materials as well as on the wage bill for the variable input \( V \). This allows us to check the robustness of our findings. For the other Censuses, we only observe the wage bill. In the absence on information on cost shares, we infer the output elasticities of labor using the cost-share approach in Compustat. In particular for each 2-digit NAICS sector (\( s \)), we compute the median labor cost share, by year, for the sample of active firms, as in equation (15).

\begin{itemize}
  \item Some components such as marketing and advertising costs are in principle recorded, but not items such as brand value, research and development, executive compensation packages, etc.
  \item These are made available by Foster, Haltiwanger, and Syverson (2008), and are accessed through the census file. Alternatively the output elasticities can be obtained by estimating the 86 distinct production functions using an approach as outlined in section 2. We opted to rely on the cost-share approach to minimize the impact of measurement error, and imputed data in obtaining reliable estimates of the output elasticity. See Syverson (2004) and Nishida, Petrin, Rotemberg, and White (2017) for a discussion of these issues.
  \item We remind the reader that there are four distinct levels of aggregation in our analysis: plants (\( j \)), firms (\( i \)),
Figure 12: Markups in the US Censuses: Manufacturing, Retail and Wholesale. The variable input is employment. Averages and percentiles are sales weighted. Manufacturing firm-level markups rely on the industry-specific cost shares. Retail trade relies on the output elasticities computed in the Compustat sample. Wholesale relies on a calibrated output elasticity.

Finally, we aggregate the plant-level markups to obtain firm-level markups, the ultimate industries (i.e., 4 digit NAICS) and sectors (i.e., 2 digit NAICS).
object of interest in this analysis. This also makes our results consistent with the analysis performed for the Compustat sample. More specifically, we compute markups at the plant-level and aggregate to the firm level using plant-level revenue shares. The sector-specific aggregate markup is computed as before, using a firm’s share in total sectoral sales.

Figure 12 reports the weighted average (left panels) for each of the three Censuses, as well as the percentiles of the markup distribution (right panels), weighted by sales (the equivalent of Figure 8a). With data only in five-year intervals, the patterns are obviously less detailed.

Starting with Manufacturing (Figures 12a and 12b), we see average markups that start to increase from 1977 onwards, from around 1.55 up to around 1.8. This pattern mirrors what we find in the whole sample of publicly traded firms as well as in the publicly traded firms in manufacturing in Figure 11(a) (the red line).

We also calculate the markup using manufacturing as the variable input, instead of employment, and we find a very similar pattern. In the Compustat sample we cannot separate the labor and material expenditures, instead we have to rely on the bundle COGS. The results indicate that all three series (Compustat COGS-based, Census labor-based and Census materials-based) indicate the same pattern of rising aggregate markups.

Like for the publicly traded firms, the pattern in Retail (Figures 12c and 12d) until 2002 is flat or only slightly increasing. This is the case also for the percentiles. There is instead a sharp increase of the weighted average in 2012 that we do not observe in the publicly traded firms.

The figures for the wholesale are again in line with the series obtained from our analysis in the Compustat sample. We observe a continuous decline in the aggregate markup until the year 2002, after which we see an increase of about 15 percentage point in the markup over the course of ten years. The percentiles highlight again that the rise is concentrated at the top of the (weighted) markup distribution. In contrast to the results for the manufacturing and retail census, we could not rely on reliable labor cost shares to approximate the time-specific output elasticity. We describe the procedure, and compare the results to reported (aggregate) profit margins in the Online Appendix section 12, but the same message as before still holds: the time-series markup pattern is dominated by the dynamics in the sales-to-expenditure (here the wage bill) ratio, and the output elasticity mostly affects the level.

RETURNS TO SCALE. In all three sectors, we rely on the cost share of labor (also materials in the case of the manufacturing sector) to measure the output elasticity of labor (or materials). This implies that the the aggregate markups for the various Censuses (manufacturing, wholesale and retail trade) are obtained assuming constant returns to scale in production. From our analysis on the Compustat sample (see section 3.4), we know that this assumption fails to hold, at least in that sample, and more importantly we documented increasing returns during the period of an increase in aggregate markup in the Compustat sample.

Outside of manufacturing, we do not observe reliable measures of capital and other vari-

\[44\] In the case of the Wholesale and Retail sectors, the output elasticity is measured at the level of the 2 digit NAICS code – i.e., NAICS code 42 and 44-45 combined, respectively.

\[45\] For more details on the use of multiple variable inputs in the manufacturing sector, see the Online Appendix section [11].
able inputs across a wide range of producers and time to reliably estimate the returns to scale parameters. In order to facilitate comparison across the three Census sectors, and ultimately aggregate across all three of them, we apply the following correction: We impose the time-varying returns to scale parameter estimated on the Compustat sample (see equation (16)). This parameter \( \gamma_t \) was estimated applying the approach of Syverson (2004), which directly relies on the cost shares for each input of production. This approach is a natural aggregate version of the approach taken to compute plant, and subsequently firm-level markups.

![Figure 13: Markups in the US Censuses adjusted for Returns To Scale.](image)

While this correction is applied to the observed labor (and materials) cost shares, as reported in the census data, for the manufacturing sector, for the two other sectors the correction is performed using uniquely Compustat information. First of all, labor cost shares are not reported, or cannot be computed due to the inability to observe the cost of the other inputs of production (capital, and intermediate inputs). Therefore we have to rely on (share-weighted) labor cost shares of the respective firms (in wholesale or retail trade) in the Compustat sample. The returns to scale correction is applied as in the case of manufacturing, by multiplying the aggregate markup by the term \( \gamma_t \).

The results are reported in Figure 13. Applying the returns to scale correction yields a pattern of markups that is similar to that with constant returns, though with a somewhat more pronounced increase, especially in the later years. This is the case for all three Censuses.

### 3.7 Collecting evidence

We find agreement between the analysis from Compustat and the micro-census data. This is perhaps not surprising given the fact that in the census data the patterns are driven by the top firms capturing a large share of sectoral total sales (i.e. the upper percentiles), and these are more often than not captured by the Compustat data. However, we also find that, while covering in principle the population of plants and firms in the US, the census data outside of manufacturing substantially limits the ability to estimate markups in a flexible way (relative to the Compustat sample).

The biggest restriction is that one has to rely on labor as a variable input in production. While we were able to formally check materials as a variable input for the manufacturing sector, and found very similar markup patterns, this is not expected to hold outside manufacturing;
especially not for the wholesale sector. The latter is well-known to be a high capital intensive sector where employment is mostly overhead, serving headquarter tasks.

In the absence of any other cost data (on either materials or capital) we cannot estimate the rich production structures with overhead costs as performed here on the Compustat firms, and importantly we cannot entertain the possibility of changing returns to scale (again as we found to matter in the Compustat data).

With those caveats in mind, we do, however find a robust set of facts: aggregate markups increase, and this increase is mostly due to the rise of margins at the top of the weighted markup distribution. There are, however, sectoral differences, and the rise of markups happens at different points in time across the sectors of the economy.

4 Market Power

The rise in markups that we have documented does not necessarily imply that firms have higher profits. Whatever the reason for the increase in markups (a decrease in marginal costs, an increase in demand or in its elasticity, a change in the market structure,...), that does not necessarily imply an inefficiency or a decline in welfare. If at the same time technology has changed to increase fixed overhead costs, then the higher prices are needed to avoid making losses. Consider for example high tech firms that produce software products that need one big up front investment and can be scaled nearly without any additional cost. Such technological change will lead to higher markups (due to lower marginal costs), but prices will not drop because firms need to generate revenue to cover fixed costs. As a result, profits will continue to be low and higher markups do not imply higher market power. From Figure 3b we have learned that indeed, the share of overhead in total expenditure has increased. So the question is whether higher markups simultaneously lead to higher profits.

In part, the objective of analyzing the technology with overhead as a factor of production above (PF2) was to incorporate the change in the fixed cost. In this section, we analyze the implied net economic profits under the two technologies, with overhead as a fixed cost or with overhead as a factor of production. To calculate profits, we use the markup measure and properly account for all costs, including the fixed costs. We then interpret this profit rate as a measure of market power.

Let \( \Pi_i = S_{it} - P_{t} V_{it} - r_t K_{it} - P_{t}^X X_{it} \) denote net profits, then the net profit rate \( \pi_{it} = \frac{\Pi_{it}}{S_{it}} \) can be written as:

\[
\pi_{it} = 1 - \frac{\theta_{st}}{\mu_{it}} - \frac{r_t K_{it}}{S_{it}} - \frac{P_{t}^X X_{it}}{S_{it}},
\]

(21)

where we have substituted the expenditure on variable inputs as a share of sales with the output elasticity over the markup, from equation (5). This measure of the profit share is differ-

\[46\] Profits do not necessarily derive exclusively from market power. There could be capital market imperfections that constrain investment and lead to higher profits. However, in a model with both market power and financial frictions, Cooper and Ejarque (2003) find that profitability is explained entirely by market power and none by financial frictions.
ent from the accounting profits because it uses a measure of capital that is obtained from the balance sheet, not the income statement. Given adjustment frictions, the accounting measure does not adequately reflect the expenditure on capital. Note also that our measure of profits incorporates the output elasticity of the production technology, which takes into account that the variable factor of production $V$ adjust while the fixed factors $K$ (and $X$ in the production specification where overhead is a factor) do not.

![Graphs showing average profit rate and profit rate distribution](image)

**Figure 14:** Average Profit Rate and Profit Rate Distribution.

Figure 14a plots the average sales weighted profit rate for the data in our sample. We find that profits have gone up by about 7 percentage points between 1980 and 2016. Underlying the rise in profits is the increase in the upper tail of the profit distribution. In Figure 14b we plot the kernel density of the unweighted profit rate distribution in 1980 and 2016. The rise in average profit rate is nearly exclusively driven by the increase in the upper percentiles of the profit distribution. More firms have extremely high profit rates of 15% and higher.

Our measure of the profit rate is the firm profits as a share of sales, which effectively scales those profits by the firm size as measured by its revenue. From an investment viewpoint, we may want to measure the return on assets. The return on assets is calculated as the firm profits divided by its assets. We define profits by sales minus all costs, COGS, SG&A and the user cost of capital. Because the user cost of capital is included, our measure of return on assets is the return over and above $r$, which includes the inflation adjusted risk free rate, as well as an adjustment for depreciation and risk. Therefore, it is the excess return on assets. We plot this in Figure 7.1a in the Online Appendix together with our baseline profit rate. The return on assets is remarkably similar to the profit rate, with an increase starting in 1980 and rising from around 1% to around 8% in 2016. This average return on assets is weighted by the capital of each firm. When we weigh it by the sales of each firm (Figure 7.1b), then the average return on assets is higher and also rising faster. Firms with high sales have higher returns on assets, and the large firms have seen bigger rise in their returns.

47This increase may not appear remarkable given the high profits in the 1970s. However, that dramatic spike in profits in the mid 1970s is entirely driven by the drop in capital expenditure during a period of high inflation. The role of the drop in the user cost of capital due to inflation can also be seen in Figure 6.1 in the Online Appendix.
All this seems to suggest that at least based on the flows reported in the accounting data, starting in 1980 there is an increase in the profitability of firms, and therefore an increase in market power. Note that the profit rate we have reported accounts for the increase in contemporaneous overhead costs as measured by SG&A. Of course, some costs may have been incurred earlier. Still, it is not clear what those startup costs may be as they are not booked in the firms’ accounts, and firms have incentives to book as many costs as possible to reduce corporate taxes on profits. The only possibility is that those startup costs were incurred before the firms were observed in our data. As a result, profits based on contemporaneous costs may therefore be overstated. What the data is indicating however, is that if such costs are incurred earlier, then there must be an increase in those startup costs as a share of the sales of a firm since 1980. With free entry and hence zero ex ante expected profits, what we expect is that over the last four decades, the unmeasured startup cost as a share of future sales has gone up from 1% of sales to 8% of sales (roughly from 2% of value added to 16%). Some of those costs could be R&D cost that were incurred before the firms were observed in our data. We turn to the impact of recorded R&D costs below.

The flow of profits may not be the best measure of profitability of the firm, because it mixes up the firm’s result with investment decisions. To that effect, we consider as a measure of profitability based on what firms generate as a return to their shareholders. For that we have two measures: 1. the market value (or market capitalization); and 2. dividends. Our second measure, dividends, is the return an investor receives on holding equity in the firm. Of course, dividends may vary for reasons that have nothing to do with the actual flow of profits. In particular, they will be closely related to the investment opportunities that the firm has. Still, over a long enough horizon and averaging out over a large number of firms, we would expect that dividends are a good indicator of profits. Our first measure, market value, is essentially the discounted sum of dividends, since a shareholder who sells shares in a firm gives up the opportunity value of receiving the indefinite stream of dividend payments. In contrast to the actual dividends, the market price is more a measure of future expected profits, not just contemporaneous profits, since it takes into account the flow of all expected future dividends.

Figure 15: Market Value and Dividends.
Figure 15a shows the evolution of the market value as a share of sales, averaged by the
sales share in the entire economy: $\sum_i \frac{S_i}{S} \frac{\text{MktVal}_i}{S_i} = \frac{\sum_i \text{MktVal}_i}{\sum_i S_i}$. Unlike standard composite
indices of stock market values like the S&P 500, this measure is a “rate” that can be interpreted
in conjunction with the profit rate $\pi$ (profits as a share of sales) from our model. As such, first,
it is not affected by inflation and second, this measure is independent of the size of firms or
the composition of firms since it is normalized by sales. For example, even if there are 500 firms
in the index, the index will artificially grow when firms become larger, e.g., due to mergers.

If the flow profits and dividends as a share of sales were constant, then the market value
that reflects the discounted stream of dividends would be constant as a share of sales. This is
clearly not the case. Market value as a share of sales rises from less than 50% in 1980 to over
150% in 2016 (Figure 15a, right scale). A similar pattern arises for dividends, where dividends
as a share of sales increases from 1.7% in 1980 to over 3.5% in 2016 (Figure 15b).

This is not just an artifact of the aggregate data. At the individual firm level, firms with
higher markups also have higher market values and dividends. In Table 2, we report the re-
gression results. Not surprisingly, contemporaneous firm-level markups are correlated with
both market value and dividends. For all specification, the coefficient is a highly significant
(even in the presence of firm fixed effects, see columns (4) and (8)). At the firm level, this is
consistent with the fact that higher markups reflect higher profits and therefore higher divi-
dends and market values.

Based on the evidence from the firm’s fixed overhead as measured by SG&A and the resulting
profits as well as by market value and dividends, we find evidence that the rise in markups
is associated with the rise in market power.

In addition to technological change that gives rise to an increase in the fixed overhead cost,
technological change can also lead to higher returns to scale. As we have established above
(Figure 5), we find evidence of an increase in the returns to scale of the technology. This does
of course not necessarily imply that the technological change is socially optimal.

To complete this Section, we investigate the relation between profits, markups and over-
head costs (SG&A). In Figure 16a, we plot the relation between the share of sales of SG&A and
the markup for different percentiles in the (unweighted) markup distribution. This shows that
the firms with a higher SG&A share of sales have higher markups. For a given year, the higher
percentiles in the distribution of markups have higher overhead shares. This is as expected in
a competitive economy: higher prices relative to marginal cost are required in order to offset

---

48The increase of the Dow Jones in the 1970s for example is misleading because during that period of high infla-
tion, once adjusted for inflation the real index is actually decreasing.

49Interpreting the market valuation of a firm as the discounted stream of profits obviously imposes a set of as-
sumptions. The most important one is the fact that the discount rate has remained constant over the period. We
know that the risk free rate has decreased, especially since the 1990s. While the interest rate is not the discount rate, a
preference parameter, it is quite feasible that the risk free rate affects the valuation of stocks. And of course, changes
in legislation affect tax incentives and therefore firm valuation (see Smith, Yagan, Zidar, and Zwick (2017)).

50Note that the reason for the decline in dividends the 1990s and sudden increase until the early 2000s is due
to tax incentives for firms to issue dividends. Until the 2003 tax reform, dividends were taxed at the individual’s
income tax rate, and at 15% thereafter.

51In Table 13.1 in the Appendix we report the same regressions for our markups estimated with the technology
that includes overhead as factor of production, PF2. The coefficients are very similar.
\[
\begin{array}{cccccccc}
\text{ln(Market Value)} & \text{ln(Markup PF1)} & 0.71 & 0.64 & 0.56 & 0.17 & 0.71 & 0.65 & 0.58 & 0.27 \\
& \text{ln(Sales)} & 0.81 & 0.81 & 0.83 & 0.68 & 0.81 & 0.81 & 0.83 & 0.68 \\
& \text{Year Fixed Effects} & Y & Y & Y & Y & Y & Y & Y & Y \\
& \text{Sector Fixed Effects} & Y & Y & Y & Y & Y & Y & Y & Y \\
& \text{Firm Fixed Effects} & Y & Y & Y & Y & Y & Y & Y & Y \\
R^2 & 0.05 & 0.13 & 0.21 & 0.68 & 0.68 & 0.71 & 0.73 & 0.89 \\
\end{array}
\]

Table 2: firm-level Regressions: market values and dividends on markups (clustered standard errors by firm in brackets).

The overhead and avoid making losses. In addition, over time, the overhead share is increasing which automatically implies that the markup increases, even in a competitive economy. Note that if we plot the markup against the share of COGS in Sales, then by construction this relation is downward sloping, indicating that unlike SG&A, COGS is a variable input.

Now we want to evaluate whether the increase in markups that we observe is merely to offset the rise in overhead. To that effect, we calculate a fictitious markup, denote it by \( \mu^{*} \), that corresponds to zero profits. We obtain that markup from setting profits \( \pi_{it} \) to zero in equation (21) and solving for \( \mu^{*} \):

\[
\mu^{*}_{it} = \frac{\theta_{st}}{1 - \frac{r_{t}K_{it}}{S_{it}} - \frac{p_{it}^{X}X_{it}}{S_{it}}.}
\]  

This zero profit markup is a weak upper bound, however, and the true zero profit markup is weakly lower (provided there are no costs in addition to COGS, SG&A and capital). This is because we do not know what sales \( S_{it} \) would be under competition. To predict sales under
perfect competition, we need to know the properties of demand. Only in the case of unit elasticity demand will sales be invariant for different markups. In all other cases, however, sales under perfect competition will be lower than when there is market power. This is due to the fact that firms are charging higher prices only if the marginal revenue is positive, which by definition necessarily implies higher sales for higher markups. Therefore, sales under perfect competition ($S_{it}^*$) will be weakly lower than than under market power. Since under our assumption that in the short run, $K_{it}$ and $X_{it}$ are not variable, the expression in equation (22) where we use $S_{it}$ instead of $S_{it}^*$ is weakly higher than the true zero profit markup.

In Figure 16b we also plot $\mu_{it} - \mu_{it}^*$ for different percentiles in the markup distribution. Because $\mu_{it}^*$ is the upper bound of the zero profit markup, the gap between the actual markup and $\mu_{it}^*$ indicates the extent of the excess markup, over and above the markup that arises under perfect competition. We see that the excess markup is highest for the highest percentiles of the markup distribution, where incidentally the SG&A share is the highest as well. High overhead firms have high markups, but also high excess markups; and this became stronger over time (excess markup from about 0.2 in 1980 to about 0.6 in 2016).

When we analyze the relation between markups (and profits) and overhead at the individual firm level, we find a strong positive relation, as expected. As we have pointed out all along, one of the reasons for raising prices and markups is that overhead has increased. The elasticity is 0.56 (see Table 3): only over half of the SG&A increases are passed on to markups. In a competitive economy this should be 1. Interestingly, firms with higher SG&A also have higher profits. In a competitive market, this coefficient should be zero. We can decompose the change in SG&A into R&D expenditure and Advertising expenditure. These are often signaled as the components of SG&A that are important for intangible capital. Indeed, R&D expenditure has risen from 5% in 1980 to 20% of SG&A, and advertising from 4% to 10%. Even in 2016, these remain relatively minor shares of SG&A. The majority is still sales related and administrative expenditure. We find that the elasticity of R&D Expenditure on markups is 16% and 5% for Advertising Expenditure. Interestingly, most of that effect remains when the dependent variable

![Image of Figure 16: Markup, Excess Markup and SG&A Share (Markup PF2).](image-url)
Table 3: Regressions: effect of SG&A, R&D Expenditure and Advertising Expenditure on markups and Profit Rate; Extensive margin effect of R&D and Advertising.

<table>
<thead>
<tr>
<th></th>
<th>Markup (log)</th>
<th>Profit Rate (log)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>SG&amp;A (log)</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>R&amp;D Exp. (log)</td>
<td>0.16</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Advertising Exp. (log)</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>R&amp;D dummy</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>Advertising dummy</td>
<td>-0.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.61</td>
<td>0.07</td>
</tr>
<tr>
<td>N</td>
<td>26,743</td>
<td>247,615</td>
</tr>
</tbody>
</table>

is the profit rate. This elasticity should be zero under competition. Most of R&D and Advertising Expenditures translate in profits as much as they do in higher markups. These are all at the intensive margin. When we evaluate the extensive margin – whether a firm does or does not have expenditures on R&D or Advertising – we find an elasticity of 6% from R&D and no significant effect from Advertising (since nearly all firms have Advertising expenditure, there is not enough variation; only about 10% of the firms report R&D expenditure).

5 Discussion and Robustness

We now report a number of robustness exercises. One of the problems with the Compustat sample is that it is not representative of the US population of firms. We already established that relying on the micro-Census data confirms the results. Still, the US Censuses we analyze do not encompass all sectors in the economy and there is no data on overhead or capital allowing the estimation of production functions. We therefore also perform robustness exercises using the data for the publicly traded firms. In particular we consider the following checks: 1) Reweigh the Compustat sample according to the actual economy-wide weights; 2) Exploit the Compustat segment data is used to distinguish consolidated and unconsolidated accounts; 3) Consider different production technologies (translog); 4) Apply different aggregation weights; 5) Compute markups using the sub-sample of firms reporting the wage bill and 6) Contrast variable and fixed factors of production and the implications for markup estimation.

Using Economy-wide Weights to Adjust the Sample. Because the Compustat sample is not representative of the US population of firms, we perform the analysis on the Compustat sample while correcting for the aggregate economy firm distribution across sectors. We
use data from the Bureau of Economic Analysis (BEA) on the economy-wide firm population weights. While the information on individual markups in a sector is still only based on the publicly traded firms, the weight we give to each sector is the exact population weight of that sector in the economy-wide distribution. This has two advantages. First, the average we calculate accurately represents the sectors in the economy, so we do not overweight those sectors that are overrepresented in the Compustat sample. Second, and possibly most importantly, the evolution of the average markup is now not marred by an evolution in our sample that is different from the evolution economy-wide. For example, suppose markups in each sector remain unchanged and sectors in the economy are stable, but a high markup sector becomes more prevalent over time in the Compustat sample. Then measured average markups go up simply because of this bias in the composition. Using the economy-wide sector weights adjusts for this.

![Figure 17: Markup of Compustat firms with economy-wide sample weights for 2-digit sector (from BEA).](image)

We use the Bureau of Economic Analysis 2-digit economy-wide sales distribution to construct the sample weights (we use both the BEA value added and gross output weights). Once we adjust for the economy-wide sample weights, we obtain a measure for markups (both for PF1 in Figure 17a and PF2 in Figure 17b) that is more noisy but close to the one obtained with the weights from our data of publicly traded firms. This indicates that the sectoral composition selection of the publicly traded firms does not engender a systematic and substantial bias in the estimated markups. There is no level difference that would indicate that the Compustat composition tends to favor sectors with higher/lower markups. Nor is there a systematic difference in the evolution of the adjusted market, which would indicate that the composition of sectors in Compustat is changing relative to the economy (say from low markup sectors to high...

---

52 We are grateful to Eric Hurst and two referees who suggested using the BEA weights.
53 In Figure 1.1 in the Online Appendix, we plot the scatter plot of the Compustat weights against the BEA sample weights. The samples are not identical: ‘Manufacturing’ in particular is overrepresented in the publicly traded firms, and so are ‘Information’ and ‘Mining, Quarrying, and Oil and Gas Extraction’. All the others are underrepresented.
markup sectors, which would imply that the BEA-weights adjusted measure would be flatter). This is consistent with the findings above that most of the increase in markups is driven by an increase within sector, not between sectors. Of course, the markups within sector are still calculated for publicly traded firms only, even if we adjust the sectoral weights, but this was addressed using the US Censuses data.

CONSOLIDATED ACCOUNTS: GEOGRAPHICAL DECOMPOSITION. One of the concerns in using the publicly traded firms is that the data is for consolidated accounts. Especially for large firms active in many different markets, this has implications for the aggregation. In the consolidated accounts, a firm is classified to belong to the sector where it has its main activity, even if this firm is active in other sectors. Likewise, the activities of firms that have foreign subsidiaries are all bundled together with the domestic activities (sales and cost of goods sold). Since 2009, the Compustat data provides segment data that reports both the geographical as well as the sectoral decomposition of the firm’s activities. Unfortunately, the segments data is sparsely populated, so we can only consider the unconsolidated accounts for a small subset of firms.

To that effect, we analyze the markup of those firms that report foreign activity and focus only on those sales and costs that are reported to be domestic. To calculate the markup we use the output elasticity estimated in the benchmark model. We thus obtain a measure for the firm’s individual markup based on its domestic activity only, denoted by $\mu^D_{it}$.

Figure 2.1a in the Online Appendix reports the scatter plot of this measure of the domestic markup and our benchmark measure of the markup, with one observation for each firm in this subsample and for each year. The scatter points are weighted by the firm’s sales share in the full sample for that year. All observations line up along the 45 degree line, indicating that there is little systematic difference between the markup based on the consolidated accounts and the markup based on the domestic accounts only.

To get an idea how the average markup compares, we calculate the average markup for the subset of firms for which we have geographically disaggregated information. Denote that subset by $G$. We measure the ratio between the two measures of markup, one weighed by the sales shares of the entire sample of firms, the other weighted only by the share of firms in the subsample $G$. Both measures give very similar ratios, that are very close to one (Figure 2.1b). Again, this confirms that at least in the subset of firms for which we have geographically disaggregated data, there is little reason to suspect that the consolidated accounts lead to a bias in the markup estimates. The average markup based on the domestic activities is within half a percentage point of the average markup based on the consolidated accounts, except for the first year where the data is available (2009).

Finally, we restrict the sample to those firms that are incorporated in the United States. Figure 2.2 in the Online Appendix. We find that the pattern of the average markup is very

\[ \frac{\sum_{i \in G} \frac{S_i}{S_t} \mu_{it}}{\sum_{i \in G} \frac{s^D_i}{s^D_t} \mu^D_{it}} \quad \text{and} \quad \frac{\sum_{i \in G} \frac{S_i}{S_t} \mu_{it}}{\sum_{i \in G} \frac{s^D_i}{s^D_t} \mu^D_{it}} \]  \quad (23)

\[ \text{Formally, these ratio are obtained as:} \]
similar to that for the full sample. The country of incorporation of course does not preclude a firm from having foreign sales, but the notion is that firms incorporated abroad may have a higher share of their sales outside the United States. Note that this sample excludes firms incorporated in tax havens (especially the Cayman Islands) even if they could be considered American firms. Since the tax incentives to incorporate in a tax haven are largest for those firms with the highest profits, this sample restriction tends to bias the sample towards low profit firms.

TRANSLOG PRODUCTION FUNCTION. The translog production function is a common technology specification that includes higher order terms. While the estimated parameters of the technology are constant, the implied elasticities are time varying because the output elasticity is a function of those constant parameters as well as the level of the input (see Appendix [B.2]). The technology allows for returns to scale and those can be varying over time. This is a parsimonious way to estimate time-varying technologies with returns to scale while using the full sample. There are of course strong structural assumptions, so it is not necessarily the case that the estimated translog technology will generate the same patterns for average markups as our baseline model.

In Figure 18a we report the average markup for the conventional translog production function with overhead as a fixed cost and in Figure 18b for the translog production function with overhead as a factor. In both figures, the level of the markup is 10 to 15 percentage points higher than in the baseline (Figures 1 and 4a), which is due to the estimated output elasticity being systematically higher under translog. But what is remarkable is that the evolution for both technologies (with overhead as a fixed cost and overhead as a factor) is very similar to that in the baseline model. There is a hump-shaped pattern with minor variation before, and a steady increase it the average markup after 1980. The increase for the traditional translog production function with overhead as fixed cost is 40 points and for the translog production with overhead as a factor it is 30 points. In both cases, these increases are very similar to those estimated in the baseline model. Recall that the baseline specification is considerably more flexible.
because we estimate an output elasticity for each year and for each 2-digit sector. Nonetheless, the translog production function generates remarkably similar elasticity estimates and therefore similar average markup estimates as our baseline specification.

**Input Weights and Joint Distributions (Contour Plots).** The pattern of aggregate markups depends on the aggregation weight used. Each firm is given a weight that reflects the importance of that firm. So far, we have used the share of Sales. This is the most common, it is used for example to construct the HHI. So far we made no assumption on demand and hence there is no welfare measure that guides us which aggregation weight to use. In Appendix C we report the joint distribution (by means of a contour plot) of the individual level markups together with sales. We also include the contour plot of markups with employment and the variable input (COGS). In addition, we report the the average markup using the input or employment weights. From the contour plots and the weighted average markups calculated with the employment and the input (COGS) weight. There are differences in the magnitudes, which is not surprising since we have found that markups increase both due to the increase of markups themselves (especially in the upper tail) and the reallocation of sales towards high markup firms. Overall however, we find that the pattern of the increase in markups starting in 1980 is robust across the weighting measures used: COGS, Capital, Total Cost, Employment and the Harmonic Sales weighted Mean.\(^{55}\)

An important conclusion to take away from these alternative measures for average markups is that they are different moments of a much richer distribution of markups. We have documented that the distribution has a fairly constant median, that the upper tail has become a lot fatter, and that within a market, larger firms tend to have higher markups. For example, input weighted markups are lower than sales weighted markups because as market power rises, firms raise prices and sales, but they produces less, and as a result they reduce inputs (employment and materials).

**Markups Based on Wage Bill.** We have chosen to do our analysis on a bundle of variable inputs, Cost of Goods Sold. This is imperfect because it assumes that everything in the bundle is variable, they are assumed to be perfectly substitutable, and there is one output elasticity. Instead, if we had a vector of variable inputs (say materials \(M\) and labor \(L\)), we could allow for imperfect substitutability between these two inputs.

Unfortunately, Compustat data is highly sketchy to decompose the bundle of variable inputs in materials and labor. While most firms report the number of employees, less than 10% of the firms report the wage bill.\(^{56}\) In addition, a portion of employment such as salaries of management, sales personnel,... is booked under overhead (SG&A) and not under Cost of Goods Sold. Nonetheless, as a robustness exercise, we attempt to construct a sales weighted average markup based on employment rather than COGS. In Figure 19 we report the markup estimate for different specifications.

\(^{55}\)It can be shown analytically that for the Cobb-Douglas production function, the input (COGS) weighted mean is identical to the Harmonic Sales weighted mean.

\(^{56}\)Reporting the wage bill is not an SEC requirement.
VARIABLE versus FIXED INPUTS: IMPLICATIONS FOR MARKUP MEASUREMENT. As discussed above, our methodology indicates that in principle we can rely on multiple first order conditions and thus multiple variable inputs to compute markups. If we were to observe multiple such variable inputs, and they satisfy the conditions (no adjustment costs or no frictions), then the implied aggregate markups would be identical.

Throughout, we have assumed that our variable input $V$, cost of goods sold (in Compustat) or labor and intermediate inputs (in Census), adjusts instantaneously, while Capital and Overhead do not. We have not a specified a model for how Capital and Overhead adjust, whether there are frictions, adjustment costs, delays,... Instead, let us investigate the premise whether Capital and Overhead can be treated as variable inputs. If they can, then applying the first order condition (5) to $K$ and $X$ instead of to $V$ would give us an expression for the markup $\mu^K_{it}$ and $\mu^X_{it}$:

$$
\mu^K_{it} = \theta^K_{it} \frac{P_{it}Q_{it}}{P^K_{it}K_{it}} \quad \text{and} \quad \mu^X_{it} = \theta^X_{it} \frac{P_{it}Q_{it}}{P^X_{it}X_{it}}.
$$

If $K$ and $X$ are variable inputs that adjust within one period, then the markups in (24) are identical and equal to the markup $\mu_{it}$ that we obtained for $V$ (provided $V$ is variable and fully adjusts within one period). This offers an over-identifying restriction of the model, and a simple way to evaluate whether $K$ and $X$ are variable. In Figure 20a we report the markups $\mu^K_{it}$ and $\mu^X_{it}$, if these inputs were indeed variable and statically optimized.

---

57 It is only due to the data restriction in Compustat that we do not further break up cost of goods sold into materials, wages and energy expenditures. In the Online Appendix section 11 we consider the census of manufacturing plants and consider material inputs separately.

58 The output elasticities are obtained from estimating PF2 for each sector as discussed before. We thus abstract from the modeling decision whether the fixed factors even belong in the production to begin with. We allow for the most extreme scenario, and of course if SG&A is not included in the production function, the entire discussion on what the correct markup pattern is becomes mute. The cost-share approach is of course by construction not useful, as each markup measures collapses to the sales-total cost ratio, due to the imposition of constant returns to scale.
We draw three conclusions. First, the level of these markups is a lot higher than that of our baseline measure. This tells us that $K$ and $X$ do not adjust as flexibly as $V$. Second, the increase over the period is a lot steeper, from 2 to up to 8 for $K$ and reaching 6 in 2010 for $X$. While we are agnostic about the model, this indicates that in the long run these measures of markups are increasing, and if anything, more steeply than the baseline measure. Third, there is a delay. The increase for $\mu^K_{it}$ and $\mu^X_{it}$ does not really take off until the end of the 1990s, nearly two decades after the benchmark measure started to increase. Incidentally, the 2000s is the decade when the increase in the benchmark measure $\mu^V_{it}$ slows down. The delay appears to indicates that there are indeed adjustment frictions of Capital and Overhead.

The different levels and time profile is easily understood if we go back to the underlying cost minimization framework. For any factor of production that is fixed in nature, or faces any friction or adjustment cost, the first order conditions is invalid. In particular, even in a perfectly competitive environment, there would be a wedge between this input’s revenue share and the output elasticity. This seems highly plausible for the items listed under SG&A; such as managerial compensation, advertising, marketing, R&D, sales expenses, etc.

In our framework we can identify the reduced-form net-wedge, net of the markup wedge. To see this consider the reduced-form first-order condition for the fixed factors ($K$ and $X$) which generates an expression for the net-wedge ($\psi$) in terms of data and the (estimated) markup:

$$\psi_{it} = \frac{\hat{\mu}_{it}}{\mu_{it}} = \frac{\theta^K P^K_{it} K_{it}}{\theta^V P^V_{it} V_{it}},$$

where $\psi_{it}$ denotes the firm-level net-wedge, which can be interpreted as adjustment costs and any other friction preventing the static optimization of the factor of production. In Figure 20b we plot the share-weighted average over time, for both SG&A and capital. A wedge equal to one implies that the factor $K$ or $X$ is as variable as the variable factor $V$. Both wedges are substantially larger than one and have been increasing since 1990. The wedge for SG&A ($X$) is and all factors of production to be variable.
substantially higher than that for $K$, reaching levels higher than 5 around 2010.

We believe this conclusion is important in the light of the approach that Karabarbounis and Neiman (2018) and Traina (2018) take. They derive markups under the assumption that $K$ and $X$ are variable, in addition to the assumptions that they are perfect substitutes and that they satisfy constant returns to scale. We reject all three assumptions, and this is important to correctly measure the pattern of markups, across firms and time, and how it relates to salient secular trends in the aggregate economy. While summing a variable and a fixed factor of production in any given year, is invalid, it does not invalidate inspecting the long term trend of the fixed factor’s wedge between the revenue share and the output elasticity.

6 The Macroeconomic Implications

The focus of our analysis so far has been on documenting in detail the time series and cross section evolution of market power. We now turn to discuss the macroeconomic implications of the rise in market power in the last decades.

THE SECULAR DECLINE IN THE LABOR SHARE. In the national accounts, the labor share of income measures the expenditure on labor (the wage bill) divided by the total income generated (value added). While there are business cycle fluctuations, the labor share has been remarkably constant since the second world war up to the 1980s, at around 62%. Since 1980, there has been a secular decline all the way down to 56% (Bureau of Labor Statistics Headline measure). The decline since the 1980s occurs in the large majority of industries and across countries (see Karabarbounis and Neiman (2014) and Gollin (2002)).

Economists have not found conclusive evidence for the mechanism behind the decline in the labor share. There are several candidate explanations. Karabarbounis and Neiman (2014) hypothesize that the decrease in the relative price of investment goods, due to information technology, can explain half of the decline. An alternative explanation is the composition of manufacturing and services. Manufacturing tends to use a higher labor share than services, so it seems natural that with a change in the composition of industry shifting from manufacturing to services, the labor share will decrease. However, this transition does not coincide with the timing of the decrease in the labor share. In fact, most of the transition of manufacturing to services happened before the 1980s (between 1950 and 1987, the share of manufacturing in output dropped from 26.8% to 18.1%, while the share of services doubled, from 21 to 40%, and that transition has slowed down since 1987, see Armenter (2015)).

Koh, Santaeulalia-Llopis, and Zheng (2017) offer yet another (and appealing) explanation, which is based on the increasing importance of intangible capital and its incomplete measurement as part of capital in aggregate data. Firms now invest substantially more in intellectual

59 There are issues of measurement. See Elsby, Hobijn, and Sahin (2013) on the role of how labor income of the self-employed is imputed. Even after adjusting for measurement issues, the labor share still exhibits a secular decline.

60 Antras (2004) finds evidence that the technology is not Cobb-Douglas, which when estimated under competition, is consistent with what we observe when there is a change in the markup.
property products and this leads to a lower expenditure on labor.\footnote{Intangible assets are non-physical assets including patents, trademarks, copyrights, franchises,... that grant rights and privileges, and have value for the owner.} However, in their world with perfect competition, this measurement issue should not lead to an increase in the total profit share. As we have documented above, there is a substantial increase in the profit rate. If intangibles play a role, it must allow firms to exert more market power, which is the central thesis of our paper. We do find evidence that expenditure on overhead has increased (see Figure 3b), which could certainly include intangibles, but we also find that economic profits increase even if we interpret overhead (and hence intangibles) as a factor of production (see Figure 14a). Finally, \cite{elsby2013capital} find little support for capital-labor substitution, nor for the role of a decline in unionization. They do find some support for off-shoring labor-intensive work as a potential explanation.

In the context of our setup, the change in the markup has an immediate implication for the labor share. While we have calculated the markup from all variable inputs, we could do so as well for labor alone. Then rewriting the First Order Condition (5) where $V = L$, $P^V = w$ and $\theta^V = \theta^L$, the output elasticity of labor, we obtain that at the firm level the labor share satisfies

$$\frac{w_t L_{it}}{P_t Q_{it}} = \frac{\theta_{it}}{\mu_{it}}. \tag{26}$$

Observe that if there are multiple inputs that are fully variable, the estimated markup should be the same. So even if the markup is calculated for the bundle $V$, it should hold for $L$ as well as long as both $V$ and $L$ are variable. Profit maximization by individual firms thus implies the labor share is inversely proportional to the markup. As markup increases, we expect to see an decrease in the labor share.

Unfortunately Compustat does not have good data for the wage bill. Because reporting compensation to the SEC is not compulsory, the variable XLR for total compensation is heavily underreported.\footnote{Less than 10\% of the year-firm observations include XLR.} Because of selection in the sample of those firms that do report total compen-
sation, we need to be cautious interpreting the aggregate labor share outcomes. In Figure 21a we report the sales weighted average labor share for those firms that report it in our sample. Observe that the level is a lot lower than the labor share reported in the macro literature, because conventionally it is calculated as the share of labor expenditure in value added, not gross output or sales as we do here.

The magnitude would roughly be double, though ratio of value added to gross output in the aggregate has grown from 0.5 in 1980 to 0.58 in 2016. Moreover, the variable XLR for staff costs is less inclusive than the BEA measure for labor cost (in the aggregate, the BEA includes self employed or proprietor’s labor compensation (corporations, partnerships and sole proprietorships), and some firms in our sample do not include commissions, bonuses or incentive compensation). We observe a decline over the duration of the whole sample. Again, we do not know whether this is driven by the composition of firms. Many more firms report employment. In the same Figure we also report employment as a share of sales, where we normalize its value to 0.2 in 1980. Effectively this assumes a constant real wage. Observe that the pattern between 1980 and 2016 is remarkably similar. The decrease in the labor share between 1980 and 2016 is about 4 percentage points (from 20% to 16%).

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Markup (log)</td>
<td>-0.24</td>
<td>-0.23</td>
<td>-0.20</td>
<td>-0.24</td>
<td>-0.68</td>
<td>-0.73</td>
</tr>
<tr>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td></td>
</tr>
<tr>
<td>Cost Share (log)</td>
<td></td>
<td></td>
<td></td>
<td>0.91</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>Year F.E.</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Industry F. E.</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm F.E.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.02</td>
<td>0.08</td>
<td>0.21</td>
<td>0.88</td>
<td>0.93</td>
<td>0.99</td>
</tr>
<tr>
<td>N</td>
<td>24,838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Regressions: log (Labor Share) on log(Markup). F.E. = Fixed Effects; 4-digit Industries; Standard Errors (in parentheses) clustered at the firm level.

Despite the shortcomings of our data, we can nonetheless verify the firm’s optimization condition (26) at the firm level. In Table 4 we report the regression coefficients of the log of the labor share on the log of the firm’s markup. The first four specifications only differ in the fixed effects that are included. We consistently find a negative coefficient of around -0.20–0.24. As a firm’s markup increases by say 10%, its labor share decreases by 2–2.4%.

To extrapolate these firm-level results to the aggregate economy, we need to use caution because there is no such a thing as a representative firm in this context. The rise of average markups is distributed unequally, and increasingly so. If we were to envisage an increase of the markup between 1980 and 2016 of 33% (from 1.21 to 1.61) for a representative firm, our regression would predict a decrease in the aggregate labor share of -7–8%. Compare this to the decrease of the economy’s aggregate labor share by around -9% (from 62% to 56%), and the firm
level relation appears to be in accordance with the decline in the labor share in the aggregate. This calculation has no validity however because it is based on a representative firm hypothesis. Most importantly, this calculation abstracts from the reallocation of market share away from low markup firms towards high markup firms. As a result, the decline in the aggregate labor share is a combination of the rise in markups within the firm and the reallocation of market share towards firms with high markups. Our findings for the firm level markups are thus consistent with those in [Autor, Dorn, Katz, Patterson, and Van Reenen (2017) and Kehrig and Vincent (2017) for the Census of manufacturing. In sum, we find firm level evidence of the direct inverse relation between markups and the labor share that we obtain from the first order condition (26).

In the table we also analyze whether we can reject any evidence that there is perfect competition. Rows (5) and (6) report the same regression where we now include the log of the cost share (labor over total cost) as a covariate. Under perfect competition, the coefficient is one. Here we find a coefficient significantly smaller than one, indicating there is a wedge between sales and costs. Equally important, any other covariate (in this case markup) should be insignificant. We find instead that the coefficient on the markup is highly significant and negative. This indicates that there is evidence of non-competitive price setting.

**The Secular Decline in the Capital Share.** The same logic for the decline in the labor share also applies to materials $M$, i.e. variable inputs that are used in production. Those are included in our variable cost measure COGS. Now if we consider the evolution of capital investment, which is not included in our measure of variable cost and which adjusts at a lower and more long run frequency, then the increase in markup has implications for the capital share. In the long run and once the adjustment frictions are taken into account, higher output prices and lower output quantities eventually will lead to a decrease in the capital share. While the decline in the labor share is widely discussed, the decline in the capital share has received much less attention.

Assuming a static environment, the following equality has to hold:

$$\frac{P^V V}{PQ} + \frac{rK}{PQ} = 1 - \frac{P^X X}{PQ} - \frac{\Pi}{PQ},$$

(27)

The labor share and the capital share sum up to the one minus the profit share minus the overhead share. We have established above that both the profit share and the overhead share increase, so the right hand side decreases. With Capital and Variable inputs complementary, and over a long enough time horizon for capital to adjust, the user cost of capital $rK$ as a share of output will be decreasing over time. In fact, if capital were fully flexible, it would adjust

---

63This is independent of the frequency at which capital adjusts. Implicit in our assumptions is the fact that variable inputs, which consist of labor $L$ and material inputs $M$, fully adjust within a year, our unit of time. This assumption allows us to calculate the markup. Capital may or may not adjust. From Figure 20a we have inferred that capital is not equally flexible as the variable inputs.

64A notable exception is Barkai (2017). He uses aggregate data: value added and compensation from the National Income and Productivity Accounts (NIPA), and capital from the Bureau of Economic Analysis Fixed Asset Table. Instead, we use firm-level data.
according to the equivalent of first order condition (5) \[ \frac{rK}{PQ} = \frac{\theta K}{\mu} \] which relates the capital share to the inverse of the markup.

In Figure 21b we document the evolution of the capital share for the firms in our data. Not surprisingly this measure is quite volatile because it is a long term measure that adjusts at a lower frequency and that therefore is more subject to aggregate fluctuations. Also, before the 1980s, capital investment was particularly low because of tumultuous financial times: inflation was high and financial frictions were considered higher. What we learn from the figure is a decrease in the capital share from around 12% in 1980 to 8-10% towards the end of the sample. In the aggregate, the capital share is correlated with the inverse of our markup measure. With a long enough horizon, capital investment adjusts and hence there will be a reduction in capital investment as markups increase. \[ \text{65} \]

\[
\begin{array}{cccccc}
\text{Capital Share (log)}
\end{array}
\]

<table>
<thead>
<tr>
<th>(1) (2) (3) (4) (5) (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Markup (log)</td>
</tr>
<tr>
<td>0.03</td>
</tr>
<tr>
<td>(0.02)</td>
</tr>
<tr>
<td>0.03</td>
</tr>
<tr>
<td>(0.02)</td>
</tr>
<tr>
<td>-0.02</td>
</tr>
<tr>
<td>(0.01)</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>(0.02)</td>
</tr>
<tr>
<td>0.14</td>
</tr>
<tr>
<td>(0.02)</td>
</tr>
<tr>
<td>-0.90</td>
</tr>
<tr>
<td>(0.00)</td>
</tr>
<tr>
<td>-0.86</td>
</tr>
<tr>
<td>(0.00)</td>
</tr>
<tr>
<td>Cost Share (log)</td>
</tr>
<tr>
<td>1.13</td>
</tr>
<tr>
<td>(0.00)</td>
</tr>
<tr>
<td>1.11</td>
</tr>
<tr>
<td>(0.00)</td>
</tr>
<tr>
<td>Year F.E.</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>Firm F.E.</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>R^2</td>
</tr>
<tr>
<td>0.00</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>0.31</td>
</tr>
<tr>
<td>0.83</td>
</tr>
<tr>
<td>0.98</td>
</tr>
<tr>
<td>1.00</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>242,692</td>
</tr>
</tbody>
</table>

Table 5: Regressions: log (Capital Share) on log(Markup). F.E. = Fixed Effects; 4-digit Industries; Standard Errors (in parentheses) clustered at the firm level.

As with the labor share, we can also investigate the firm-level relation between the capital share an markups. In Table 5 we report the regression coefficients for different specifications. We find that without firm fixed effects, there is no significant relation between markups and the capital share. This may be indicative of the adjustment costs that firms face when investing in capital. Instead, with firm fixed effects, there is a significant negative effect, with an elasticity of -0.14. When we include the cost share, the coefficient on the cost share is larger than one. Under variable adjustment of capital, perfect competition would impose this to be equal to one, and less than one with market power (see for example Table 4 for the labor share). The fact that the coefficients for on the cost share here are larger than one indicates that capital does not adjust frictionlessly.

THE SECULAR DECLINE IN LOW SKILL WAGES AND LABOR FORCE PARTICIPATION. An increase in market power and the corresponding increase in prices of goods sold implies a de-

\[ \text{65 A more detailed analysis of the impact of market concentration on business investment is in Gutiérrez and Philippon (2017). In particular, they show within manufacturing that there is a positive investment response to competition from China.} \]
crease in aggregate output produced, whenever demand is not perfectly inelastic. Lower output produced then implies lower demand for labor. This results in both lower labor force participation and lower wages. Even if supply is perfectly elastic, real wages decrease with market power because the price of the output goods has increased.

There is ample evidence of the stagnation of wages in the lower half of the distribution. The median weekly wage in constant prices has changed barely since 1980, from $330 to $345 (1982 prices, source Current Population Survey (CPS)). But there has been technological progress, and the share of median wages out of GDP has nearly halved, because over three and a half decades, GDP has nearly doubled. In the last few decades, also labor force participation has been decreasing from 67% in the 1990s to 63% now. Most strikingly, while the gender gap has continued to close, in the last two decades also female labor force participation is decreasing.

The quantitative investigation of the effect of market power on low skill wages and labor force participation is beyond the scope of the current paper. In De Loecker, Eeckhout, and Mongey (2018) we construct an oligopolistic framework for firm dynamics that quantitatively accounts for these general equilibrium implications of the rise in market power.

The Secular Decline in Labor Reallocation and Migration Rates. It is well-known that in an environment with market power, shocks to productivity and costs are not translated one for one into prices. In a competitive market, firms face a perfectly elastic demand and any decrease in costs is passed on to the consumer, where prices decrease by the same amount as the decrease in costs. With market power however, the passthrough of cost shocks to prices is generally incomplete. Crucial for our finding is that the higher the degree of market power by firms, the lower the passthrough.

Now consider an environment were firms have market power and face shocks to their productivity. With positive shocks, firms face lower costs and adjust their inputs (say labor) upwards. With negative shocks, they adjust inputs downwards. Because passthrough is lower in the presence of higher market power, the rise in market power will give rise to lower degree of adjustment of the variable inputs, including labor, for the same shock process.

This is precisely what Decker, Haltiwanger, Jarmin, and Miranda (2014) find for the US economy over the last three decades. The volatility of shocks has not decreased, but rather the responsiveness of firm’s output and labor force decisions to the existing shocks. The rise in market power thus can rationalize the decrease in labor reallocation across firms, even if the observed shocks to firm productivity has remained constant.

The decrease in labor market dynamism is evident in the decrease of labor reallocation as well as in the decrease of job to job transitions, non-employment to employment transitions and

66 Most of the evidence comes from studies that measure the impact of changes in the exchange rate or reductions in tariffs, see for example Campa and Goldberg (2005). More recently, incomplete pass-through has been documented in a domestic setting. E.g. Canapati, Shapiro, and Walker (2018) reports incomplete pass-through of energy input price changes across industries of the US manufacturing sector.

67 Independent evidence at business cycle frequency by Berger and Vavra (2017) establishes that the volatility of prices is due to firms’ time-varying responsiveness to shocks rather than to the time-varying nature of the shocks themselves. Their identification strategy is derived from the exchange rate passthrough of volatility on prices.
employment to non-employment transition. The decrease in market power and the resulting decrease in labor reallocation can also rationalize the fact that migration rates across US States and metropolitan areas has decreased to nearly half from around 3% in 1980 to 1.5% in 2016. If firms are based in different local labor markets and a fraction of all job relocation decisions are between local labor markets, then lower job flow rates will automatically give rise to lower migration rates. We assess the quantitative significance of the impact of the rise of market power on labor reallocation and migration in companion work (De Loecker, Eeckhout, and Mongey (2018)).

7 Concluding Remarks

Using firm level data on the accounts of all publicly traded firms and of the census of private firms (in manufacturing, retail and wholesale trade) in the US, we estimate markups for each firm and we document the properties of the distribution of markups. We find that average markups have been relatively constant between 1955 and 1980 at around 20% to 30% above marginal cost. From 1980 onwards, there has been marked change in this pattern with markups steadily rising from 21% to nearly 61% in 2014, an increase of 40 points. There was a sharp increase in the 1980s and 1990s, a period of stagnation in the 2000s, and again a steep increase following the Great Recession.

We attribute this rise in the average markup nearly exclusively to the increase of the markup of the firms with the highest markups already. The distribution of markups has become more skewed with a fat upper tail while the median of the distribution remains unchanged. Because of this increasingly more skewed distribution, we must be cautious not to use the average markup as that of a representative firm to draw any conclusion about the aggregate economy. When markets are non-competitive, aggregation is generally non-linear. In particular, the rise in sales weighted markups is due in part to the rise of the markups themselves, and in part to the reallocation of sales shares from low to high markup firms. Across industries, we do not find a strong compositional pattern and the increase occurs mainly within industry.

We further establish that the rise in markups is not merely to offset a rise in overhead costs. While overhead costs have risen, the rise in markups exceeds that of overhead. We thus find that there are excess markups, and the excess markups are highest for those firms with high overhead costs. This is consistent with the increase in our measure of profits. The profit rate

---

68 There are several potential alternative explanations for the decline in job flows: demographic change (aging workforce, Fallick, Fleischman, and Pingle (2010) and Engbom (2017)), a more skilled workforce, lower population growth, decreased labor supply (Karahan, Fugley, and Sahin (2016)), technological change (Eeckhout and Weng (2017)), changed volatility of production, and government policy (such as employment protection legislation, licensing,...; see Davis and Haltiwanger (2014)). Hyatt and Spletzer (2013) show that demographic changes can explain at most one third of the decline in job flows.

69 See also Kaplan and Schulhofer-Wohl (2012), amongst others.

70 Recent work by Baqaee and Farhi (2017a) also draws attention to the fact that firm-level productivity shocks can give rise to a nonlinear impact on macroeconomic outcomes. For example, models with network linkages such as Cabai (2011) give rise to such non-linearities. The framework in De Loecker, Eeckhout, and Mongey (2018) establishes that also market power in the presence of incomplete passthrough gives rise to non-linearities.
has risen from 1% of sales in 1980 to 7-8% recently. We also find substantial increases in the market value as a share of sales. All this indicates that the rise in markups is evidence of a rise in market power.

We use our evidence to investigate the macroeconomic implications of the rise of markups. We focus our attention on the decrease in the labor share. From the first order condition of the firm optimization problem, there is a negative relation between the labor share and the markup. We establish that this negative relation exists at the firm level. This provides a compelling justification for the secular decline in the labor share that the aggregate US economy has experienced. We further discuss the impact of the rise in market power on the decrease in the capital share, on the decrease in low skill wages and labor force participation, and on the decrease in labor market dynamism and migration rates.

Markups of some firms are reaching heights multiple times higher than ever seen, at least since the second world war when our data start. It is open to speculation whether this trend will continue, but for now there are no signs that markups will decrease substantially any time soon.
Appendix A  Data: Summary Statistics

A.1 Compustat

We obtain firm-level financial variables of all US-incorporated publicly listed companies active at any point during the 1950-2016. We access the Compustat North America – Fundamentals Annual (through WRDS), and download the annual accounts for all companies. The results in this paper are obtained with a download on March 25 2018. We keep unique records for each firm, and assign a firm to a unique 2 digit industry, as reported. When a firm reports both an Industry Format and a Financial Format, we keep the Industry Format; and we exclude firms that do not report an industry code. All financial variables are deflated with the appropriate deflators. The main results, unless reported otherwise, rely on the sample of firms over the period 1950-2016, where we eliminate firms with reported cost-of-goods to sales, and SG&A to sales ratio’s in the top and bottom 1 percent, where the percentiles are computed for each year separately. Our results are invariant to trimming up to the 5 percent (bottom and top)\footnote{Rather than winsorizing the tails of the distribution, we find similar results when doing structural error correction to purge the measurement error from sales using the specification of the control function in equation \(\text{7}.\)}.

As such a firm-year observation requires information on both sales and cost-of-goods sold, two essential ingredients to measure markups. The Table below presents a few basic summary statistics for a few leading variables used in our analysis (sales, cost-of-good sold, capital, wage bill, employment and SG&A), for two samples. Sample A, observations with information on sales, cost-of-goods sold and SG&A; and Sample B, observations with information the wage bill.

Table A.1: Summary Statistics (1955-2016)

<table>
<thead>
<tr>
<th>Acronym, var.</th>
<th>Sample A</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Sales</td>
<td>SALE, PQ</td>
<td>1,922,074</td>
</tr>
<tr>
<td>Cost of Good Sold</td>
<td>COGS, V</td>
<td>1,016,550</td>
</tr>
<tr>
<td>Capital Stock</td>
<td>PPEGT, K</td>
<td>1,454,210</td>
</tr>
<tr>
<td>Wage Bill</td>
<td>XLR, W L</td>
<td>1,093,406</td>
</tr>
<tr>
<td>Employment</td>
<td>EMP, L</td>
<td>8,363</td>
</tr>
</tbody>
</table>

Notes: Million USD deflated using the GDP Deflator with base year 2010. For each variable we list: the Compustat acronym, the associated notation (in levels) used throughout the manuscript.

A.2 Economic Censuses

The focus of our analysis of the Census data is on Manufacturing (NAICS codes 31, 32, 33), Retail (NAICS codes 44, 45) and Wholesale (NAICS code 42). In 2012, Manufacturing consists of about 297,000 establishments, Retail of about 1,060,000 establishments, and Wholesale of...
about 420,000 establishments. These establishments aggregate into about 650,000 retail firms, about 314,000 wholesale firms, and about 250,000 manufacturing firms. Together these three sectors make up a little over 20% of US GDP. In principle, each Economic Census spans the universe of every single employer establishment in its sector, across the size distribution; only non-employer establishments (sole proprietorships with no employees) are omitted.

The other Censuses that we do not use are Census of Services, the Census of Construction Services, the Census of Mining, the Census of Transportation, Communications, and Utilities, the Census of Finance, Insurance, and Real Estate, and the Census of Auxiliary Establishments. The data is organized around the most discrete unit of production in the microdata, an “establishment”, which is a single physical plant. Establishments can be aggregated to the EIN-level (“Employer Identification Number”: the most discrete legal unit of production – an EIN is a unique tax ID associated with a distinct legal entity), and higher up, to the firm level (major corporations are usually collections of EINs, which in turn are each collections of multiple establishments). The microdata associates each establishment both with an EIN and a “firm ID”: the EIN is considered part of the firm if the firm has complete or majority ownership of the EIN.

Perhaps the most common way of defining “firm” in the recent firm heterogeneity literature is to say that all of a firm’s establishments in a given 4-digit SIC industry (roughly equivalent to a 6-digit NAICS industry) are a distinct firm (this is the approach taken by Hsieh and Klenow (2009), Autor, Dorn, Katz, Patterson, and Van Reenen (2017), and others). Under this definition, Walmart’s establishments listed as e.g. SIC 5411 (Retail - Grocery Stores) are one firm, and Walmart’s establishments listed in SIC 5412 (Retail - Convenience Stores) are a separate firm. Our preferred default approach is to define “firm” as all of the firm’s establishments in a single sector Census (e.g. all of Walmart’s firms in all of retail, NAICS codes 44-45, are a single firm).

Appendix B Production Technology

We present alternative specifications for the underlying technology – i.e., the production function, which directly impacts the measurement of markups through the choice of the variable input, and the associated output elasticity. We first show the aggregate markup using a calibrated scalar for the output elasticity (0.85), to highlight the time-series pattern of the market-share-weighted average sales-to-cost-of-good-sold ratio. Second, we consider a sector-specific translog production function, yielding firm- and time-specific output elasticities. Finally, we consider a Leontief production function, and rely on labor as the variable input of production (for the sub-sample reporting employment).

Note that the Census of Auxiliary Establishments includes many corporate support units that do not directly face customers or take in revenue.
B.1 Markup with Time-invariant and Sector-invariant Output Elasticity

Figure B.1 plots the average markup with a constant elasticity. By construction (equation (5)), all of the change is due to the evolution of the expenditure on variable inputs to sales.

B.2 Translog production function

We explore the sensitivity of our results and consider an industry-specific translog production function. As discussed in De Loecker and Warzynski (2012), this functional form permits time-varying output elasticities while preserving the identification results, and it constitutes a parsimonious way to generate firm/time-specific output elasticity differences, which ultimately impact the estimate of markups. The moment conditions are as before and exploit the static optimization of the variable inputs:

$$E \left( \xi_{it}(\beta) \left[ v_{it} - 1 \right] \right) = 0,$$

where now the vector $\beta$ contains two additional parameters. In particular, variation in output elasticity over time (or firms), will no longer be attributed to markup variation. We consider the following translog production function for each industry $s$:

$$q_{it} = \beta v_{11} v_{it} + \beta k_{11} k_{it} + \beta v_{22} v_{it}^2 + \beta k_{22} k_{it}^2 + \omega_{it} + \epsilon_{it}$$

This yields an estimate for the output elasticity of the composite variable input: $\theta_{it}^V = \beta v_{11} + 2\beta v_{22} v_{it}$, and we calculate the markup as before. We do not consider the interaction term between $v$ and $k$ to minimize the potential impact of measurement error in capital to contaminate the parameter of most interest – i.e. the output elasticity. See Collard-Wexler and De Loecker (2016) for a discussion and implications of the presence of measurement error in capital. The results are, however, not sensitive to this omission. Figure B.2 plots the evolution of the output elasticities estimated from the Translog production technology. It shows that the evolution in both cases is very similar to the time-varying Cobb-Douglas specification.
In the main text, we plot the share-weighted aggregate markup obtained with the translog model alongside the one obtained with time invariant production functions (by industry). The time-series pattern is very similar, and especially the increase of the overall markup starting in 1980 is identical. The only difference is in the actual level of the markup, which is not direct interest, while the change over time is again very similar.

B.3 An Alternative Production Function: Unbundling COGS

We have used a bundle of inputs (COGS) as well as the Wage Bill only, which is included in COGS, to estimate markups. We now unbundle COGS into the Wage Bill and Materials, which we calculate as the residual of COGS minus the Wage Bill, denoted by \( \tilde{M} \). In doing so, we face the well-known limitation in the Compustat sample that the wage bill is not reported only by a small number of firms.

In order to compute the markup using the FOC on labor we require an output elasticity of labor. This elasticity is obtained as before by estimating the production function. However, now we have to distinguish between labor and intermediate inputs, taken together the variable input bundle \( V \), and this requires a modeling choice as to how intermediate inputs enter the production function. There are two distinct technologies to consider in our setting: a fixed-proportion (Leontief) technology in the intermediate variable, and a Cobb-Douglas gross-output specification.

**Leontief Technology.** This is the case considered in De Loecker and Scott (2016), Ackerberg, Caves, and Frazer (2015) and Gandhi, Navarro, and Rivers (2011), and avoids the potential identification issues surrounding intermediate inputs in the classical setting. Consider:

\[
Q_{it} = \min \{ \theta^M M_{it}, L_{it}^\theta K_{it}^\Omega \}
\]  

(B.3)

We estimate this production function by sector, for each year with sector fixed effects. There are not enough observations to reliably estimate the production function by sector/year. The main
insight is that we do not require to observe intermediate inputs to estimate the production function, but instead we project gross output on labor and capital. To compute the markup, however, we do have to include intermediates as the marginal cost of production requires the appropriate increase in intermediate inputs when increasing labor. We derive the markup from the first order condition accounting for the fact that the non-differentiable technology \( \text{B.3} \) requires input choices in fixed proportions:

\[
\mu_{it}(L) = \frac{1}{\mu_{it}^{-1} + \frac{M_{it}}{Q_{it}}}
\]

where \( \mu_{it} \) is obtained with the standard formula, and where the output elasticity is the estimated labor coefficient – i.e., \( \mu_{it} = \theta L \frac{S_{it}}{w_{it}} \).

We report the Average Markup: green Leontief technology (s: sector specific; t: time varying); C: Cobb-Douglas (time-varying); Red: baseline markup (PF1) for the selected sample with data on wage bill.

![Figure B.3: Industry Specific Average Markups](image)

### Appendix C  Alternative Aggregation Weights

As is standard in the literature, we have calculated the average markup using the sales share of the firm in the entire sample. Different aggregation weights will affect the average. Here we consider alternative variables to sales to calculate the weights.

First in Figure C.1 we plot the contour plot of the kernel density of the joint distribution of the firm’s markup and the aggregation weight for the three weights and for two years 1980 and 2016. This allows us to inspect the raw data. We do this for Sales, COGS and Employment. The three variables confirm the same pattern: markups have increased in the top half of the distribution and are more or less invariant in the bottom half; the increase in the upper half of the distribution leads to the large dispersion of markups; across all sectors of the economy,
Figure C.1: Joint Distribution of the firm-level Markup and the Share of Sales $PQ$, Employment $L$ and the value of the variable input $P^V V$. The year 1980 is on the first row, and the year 2014 on the second row.

Markups are negatively correlated with size of sales, employment and COGS, which is evident from the fact that the ridge of the contour is negatively downward sloping.

Based on these alternative weights, in Figure C.2 we calculate the aggregate markup for different input weights and for the two production function specifications: COGS, Capital, Employment, Total Cost and the Harmonic Mean of Sales. Which one is the most relevant depends on the question at hand, and for the purpose of welfare analysis, the appropriate measure depends on the model specification of demand and technology. For that reason we include the harmonic mean of sales because in the Atkeson and Burstein (2008) model of imperfect competition (see also Edmond, Midrigan, and Xu (2015) and Grassi (2017)), the appropriate aggregation is to use the harmonic mean of sales. We include the Harmonic Mean of as an alternative for our benchmark measure in Figure C.1. The evolution of the average markup under these different weights follows our benchmark closely with an initial hump shape between 1950 and 1980 and a steady rise from 1980 to 2014. The level of the employment weighted markup is very similar, while the level of the value-of-input weighted markup is lower. This is as expected since the gap between sales and input value widens as the markup increases. After all, this is how markup is defined. Therefore less weight is put on high markups with input value than in with sales. Because we have seen a shift towards extreme markups, this explains the lower average with input weights.
Figure C.2: Arithmetic Mean Markup (PF1 and PF2), weighted by expenditure share on variable inputs (COGS), Capital, Employment, Total Cost as well as the Harmonic Mean of Sales. It can be shown analytically that the Harmonic Mean of Sales and the COGS weighted measures are identical.
Appendix D  Results by sector

We present additional sector-level results on the time-series of markups, and the underlying components using the decomposition introduced in the main text. We present the aggregate markup by sector (2 digit) for the last year in our data (2016), alongside the change between 1980 and 2016, and the sector’s share in total sales.

Table D.1: Markups by Sector, 1980-2016: PF1.

<table>
<thead>
<tr>
<th>NAICS</th>
<th>Sector</th>
<th>Markup Change</th>
<th>Sales Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Agriculture, Forestry, Fishing and Hunting</td>
<td>1.81</td>
<td>0.00</td>
</tr>
<tr>
<td>21</td>
<td>Mining, Quarrying, and Oil and Gas Extraction</td>
<td>1.49</td>
<td>0.34</td>
</tr>
<tr>
<td>22</td>
<td>Utilities</td>
<td>1.41</td>
<td>0.07</td>
</tr>
<tr>
<td>23</td>
<td>Construction</td>
<td>1.16</td>
<td>0.03</td>
</tr>
<tr>
<td>31</td>
<td>Manufacturing (1)</td>
<td>1.81</td>
<td>0.05</td>
</tr>
<tr>
<td>32</td>
<td>Manufacturing (2)</td>
<td>1.94</td>
<td>0.10</td>
</tr>
<tr>
<td>33</td>
<td>Manufacturing (3)</td>
<td>1.38</td>
<td>0.04</td>
</tr>
<tr>
<td>42</td>
<td>Wholesale Trade</td>
<td>1.12</td>
<td>-0.01</td>
</tr>
<tr>
<td>44</td>
<td>Retail Trade (1)</td>
<td>1.01</td>
<td>-0.05</td>
</tr>
<tr>
<td>45</td>
<td>Retail Trade (2)</td>
<td>1.27</td>
<td>0.01</td>
</tr>
<tr>
<td>48</td>
<td>Transportation and Warehousing (1)</td>
<td>1.28</td>
<td>0.03</td>
</tr>
<tr>
<td>49</td>
<td>Transportation and Warehousing (2)</td>
<td>0.93</td>
<td>-0.20</td>
</tr>
<tr>
<td>51</td>
<td>Information</td>
<td>2.14</td>
<td>0.06</td>
</tr>
<tr>
<td>52</td>
<td>Finance and Insurance</td>
<td>1.77</td>
<td>-0.06</td>
</tr>
<tr>
<td>53</td>
<td>Real Estate and Rental and Leasing</td>
<td>2.64</td>
<td>0.21</td>
</tr>
<tr>
<td>54</td>
<td>Professional, Scientific, and Technical Services</td>
<td>1.66</td>
<td>0.11</td>
</tr>
<tr>
<td>56</td>
<td>Admin. &amp; Support &amp; Waste Mgt &amp; Remediation Serv.</td>
<td>1.76</td>
<td>0.06</td>
</tr>
<tr>
<td>61</td>
<td>Educational Services</td>
<td>1.67</td>
<td>-0.04</td>
</tr>
<tr>
<td>62</td>
<td>Health Care and Social Assistance</td>
<td>1.11</td>
<td>0.01</td>
</tr>
<tr>
<td>71</td>
<td>Arts, Entertainment, and Recreation</td>
<td>1.27</td>
<td>0.01</td>
</tr>
<tr>
<td>72</td>
<td>Accommodation and Food Services</td>
<td>1.12</td>
<td>-0.01</td>
</tr>
<tr>
<td>81</td>
<td>Other Services (except Public Administration)</td>
<td>1.25</td>
<td>0.02</td>
</tr>
</tbody>
</table>
We also report the decomposition of sector-specific aggregate markup, into the various components, for the four remaining sectors not presented in the main text (Finance, real estate and insurance; Agriculture; Mining; and Utilities).

Figure D.1: Firm Level Decomposition by Sectors
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Appendix 1 Sample weights BEA vs. Compustat

Figure 1.1: Sample weights: Compustat versus Economy wide (BEA) – log scale, 1980 (orange) and 2016 (green). For the list of NAICS codes, see Table D.1.
Appendix 2  Consolidated Accounts: Geographical Decomposition

(a) Scatter plot of $\mu_{it}$ and $\mu_{it}^D$ (size of scatter point is (b) Ratio of average consolidated to domestic (USA weight of the yearly sales share) only) markup

Figure 2.1: Markups for domestic versus consolidated activities. The coefficient on $\mu_{it}$ in a log-linear regression of $\mu_{it}^D$ on $\mu_{it}$ is 0.98 (0.01) and the R-squared is 0.94.

Figure 2.2: Average Markup (PF1) using only those firms in the sample that are incorporated in the United States (84.3% of all firm-year observations).
Appendix 3  Decomposition: details (equation (19))

<table>
<thead>
<tr>
<th>year</th>
<th>Markup</th>
<th>Δ Markup</th>
<th>Δ Within</th>
<th>Δ ms</th>
<th>Δ cross</th>
<th>Net entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1981</td>
<td>1.21</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>1982</td>
<td>1.23</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.05</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td>1983</td>
<td>1.25</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>1984</td>
<td>1.26</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.03</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>1985</td>
<td>1.27</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>1986</td>
<td>1.31</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1987</td>
<td>1.32</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>1988</td>
<td>1.37</td>
<td>0.05</td>
<td>0.02</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1989</td>
<td>1.37</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>1990</td>
<td>1.37</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>1991</td>
<td>1.38</td>
<td>0.01</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
<td>-0.04</td>
</tr>
<tr>
<td>1992</td>
<td>1.39</td>
<td>0.02</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>1993</td>
<td>1.38</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.02</td>
</tr>
<tr>
<td>1994</td>
<td>1.37</td>
<td>-0.02</td>
<td>0.00</td>
<td>-0.06</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>1995</td>
<td>1.38</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>1996</td>
<td>1.41</td>
<td>0.02</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>1997</td>
<td>1.42</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>1998</td>
<td>1.44</td>
<td>0.02</td>
<td>0.01</td>
<td>0.04</td>
<td>0.00</td>
<td>-0.03</td>
</tr>
<tr>
<td>1999</td>
<td>1.46</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.00</td>
<td>-0.02</td>
</tr>
<tr>
<td>2000</td>
<td>1.48</td>
<td>0.01</td>
<td>0.00</td>
<td>0.07</td>
<td>0.00</td>
<td>-0.06</td>
</tr>
<tr>
<td>2001</td>
<td>1.45</td>
<td>-0.03</td>
<td>-0.03</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.02</td>
</tr>
<tr>
<td>2002</td>
<td>1.45</td>
<td>0.00</td>
<td>-0.01</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>2003</td>
<td>1.47</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>2004</td>
<td>1.47</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>2005</td>
<td>1.47</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.07</td>
<td>0.00</td>
<td>-0.06</td>
</tr>
<tr>
<td>2006</td>
<td>1.45</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.03</td>
<td>0.00</td>
<td>-0.03</td>
</tr>
<tr>
<td>2007</td>
<td>1.46</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.04</td>
<td>0.00</td>
<td>-0.02</td>
</tr>
<tr>
<td>2008</td>
<td>1.44</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>2009</td>
<td>1.47</td>
<td>0.03</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
<td>-0.02</td>
</tr>
<tr>
<td>2010</td>
<td>1.49</td>
<td>0.01</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2011</td>
<td>1.46</td>
<td>-0.03</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2012</td>
<td>1.46</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>2013</td>
<td>1.48</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>2014</td>
<td>1.49</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2015</td>
<td>1.52</td>
<td>0.04</td>
<td>0.00</td>
<td>0.06</td>
<td>0.01</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

Table 3.1: Decomposition of aggregate markups at the firm level (equation (19)).
### Appendix 4  A Selection of Firms' Individual Markups

<table>
<thead>
<tr>
<th>Company</th>
<th>Markup $\mu_i$</th>
<th>Empl. $L_i$ (thousands)</th>
<th>Sales $S_i$ (2010 $)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-800-FLOWERS.COM</td>
<td>.</td>
<td>1.41</td>
<td>.</td>
</tr>
<tr>
<td>ALKERMES PLC</td>
<td>.</td>
<td>3.37</td>
<td>6.66</td>
</tr>
<tr>
<td>ALPHABET INC</td>
<td>.</td>
<td>2.50</td>
<td>2.23</td>
</tr>
<tr>
<td>AMAZON.COM INC</td>
<td>.</td>
<td>1.19</td>
<td>1.13</td>
</tr>
<tr>
<td>AMERICAN AIRLINES GROUP INC</td>
<td>.</td>
<td>0.98</td>
<td>1.31</td>
</tr>
<tr>
<td>ANHEUSER-BUSCH COS INC</td>
<td>1.21</td>
<td>1.46</td>
<td>1.60</td>
</tr>
<tr>
<td>ANHEUSER-BUSCH INBEV</td>
<td>.</td>
<td>2.43</td>
<td>2.83</td>
</tr>
<tr>
<td>APPLE INC</td>
<td>1.51</td>
<td>1.90</td>
<td>1.18</td>
</tr>
<tr>
<td>AT&amp;T INC</td>
<td>.</td>
<td>2.31</td>
<td>1.83</td>
</tr>
<tr>
<td>BRIGHT SCHOLAR EDU-ADR</td>
<td>.</td>
<td>.</td>
<td>1.36</td>
</tr>
<tr>
<td>CAMPBELL SOUP CO</td>
<td>1.21</td>
<td>1.37</td>
<td>2.01</td>
</tr>
<tr>
<td>CAVIUM INC</td>
<td>.</td>
<td>2.65</td>
<td>3.39</td>
</tr>
<tr>
<td>COCA-COLA CO</td>
<td>1.58</td>
<td>2.32</td>
<td>3.17</td>
</tr>
<tr>
<td>COSTCO WHOLESALE CORP</td>
<td>.</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>DISNEY (WALT) CO</td>
<td>.</td>
<td>.</td>
<td>1.33</td>
</tr>
<tr>
<td>DR PEPPER SNAPPLE GROUP INC</td>
<td>.</td>
<td>2.35</td>
<td>2.32</td>
</tr>
<tr>
<td>GENERAL ELECTRIC CO</td>
<td>1.27</td>
<td>1.51</td>
<td>1.39</td>
</tr>
<tr>
<td>GOODYEAR TIRE &amp; RUBBER CO</td>
<td>1.15</td>
<td>1.17</td>
<td>1.22</td>
</tr>
<tr>
<td>HARLEY-DAVIDSON INC</td>
<td>.</td>
<td>1.15</td>
<td>1.40</td>
</tr>
<tr>
<td>HEWLETT PACKARD ENTERPRISE</td>
<td>.</td>
<td>.</td>
<td>1.31</td>
</tr>
<tr>
<td>INTEL CORP</td>
<td>2.08</td>
<td>1.97</td>
<td>3.04</td>
</tr>
<tr>
<td>JOHNSON &amp; JOHNSON</td>
<td>1.85</td>
<td>2.76</td>
<td>3.38</td>
</tr>
<tr>
<td>KELLOGG CO</td>
<td>1.45</td>
<td>1.88</td>
<td>2.03</td>
</tr>
<tr>
<td>KRAFT HEINZ CO</td>
<td>1.41</td>
<td>1.55</td>
<td>1.60</td>
</tr>
<tr>
<td>LEVI STRAUSS &amp; CO</td>
<td>1.44</td>
<td>1.50</td>
<td>1.60</td>
</tr>
<tr>
<td>MADISON SQUARE GARDEN CO</td>
<td>.</td>
<td>.</td>
<td>1.21</td>
</tr>
<tr>
<td>MICROSOFT COR</td>
<td>.</td>
<td>4.66</td>
<td>7.67</td>
</tr>
<tr>
<td>MYRIAD GENETICS INC</td>
<td>.</td>
<td>7.66</td>
<td>4.87</td>
</tr>
<tr>
<td>NYX GAMING GROUP LTD</td>
<td>.</td>
<td>.</td>
<td>5.96</td>
</tr>
<tr>
<td>OFFICE DEPOT INC</td>
<td>.</td>
<td>1.12</td>
<td>1.22</td>
</tr>
<tr>
<td>PEPSICO INC</td>
<td>1.90</td>
<td>2.02</td>
<td>2.55</td>
</tr>
<tr>
<td>PFIZER INC</td>
<td>1.92</td>
<td>2.70</td>
<td>6.21</td>
</tr>
<tr>
<td>SEADRILL PARTNERS LLC</td>
<td>.</td>
<td>2.75</td>
<td>3.55</td>
</tr>
<tr>
<td>SEAWORLD ENTERTAINMENT INC</td>
<td>.</td>
<td>.</td>
<td>1.22</td>
</tr>
<tr>
<td>STEEL PARTNERS HOLDINGS LP</td>
<td>.</td>
<td>.</td>
<td>1.40</td>
</tr>
<tr>
<td>TESLA INC</td>
<td>.</td>
<td>1.28</td>
<td>1.33</td>
</tr>
<tr>
<td>TEXAS INSTRUMENTS INC</td>
<td>1.26</td>
<td>1.11</td>
<td>2.08</td>
</tr>
<tr>
<td>TRIPADVISOR INC</td>
<td>.</td>
<td>.</td>
<td>14.95</td>
</tr>
<tr>
<td>UNITED AIRLINES INC</td>
<td>1.13</td>
<td>.</td>
<td>1.27</td>
</tr>
<tr>
<td>VERIZON COMMUNICATIONS INC</td>
<td>.</td>
<td>1.96</td>
<td>1.75</td>
</tr>
<tr>
<td>WHOLE FOODS MARKET INC</td>
<td>.</td>
<td>1.27</td>
<td>1.36</td>
</tr>
<tr>
<td>WORLD WRESTLING ENTMT INC</td>
<td>.</td>
<td>1.37</td>
<td>1.34</td>
</tr>
<tr>
<td>YELP INC</td>
<td>.</td>
<td>.</td>
<td>11.71</td>
</tr>
</tbody>
</table>

Table 4.1: Individual Firms’ Markup (baseline measure PF1)
Appendix 5  Comparing markup measures: 7 case studies

We compare our markup estimates with alternative measures. Those either use the so-called demand approach (briefly discussed in the introduction, but we refer to [De Loecker and Scott (2016)] for an extensive discussion and how it relates to the production approach used in this paper), the production approach applied to census data, or are based on external evidence on profit margins (either drawn from the Consumer reports or industry sources).

An important observation made in [De Loecker and Scott (2016)] is that a strict comparison of various approaches is difficult for at least two separate reasons. First, except for a handful of sectors, there is no overlap (in either time or geography) between the data required for applying the production approach and the demand approach. Second, even if there is overlap (as is the case for the Brewing industry analyzed in [De Loecker and Scott (2016)]), both approaches rely on non-nested assumptions (on either market structure, consumer demand and technology).

Given these restrictions, we compare markups for a variety of industries spanning manufacturing, services and retail. In particular we report markups using (if available) the various approaches and data sources for the Brewing industry (NAICS 3121), the Automobile industry (NAICS 3361), the Steel industry (NAICS 3311), the Airline industry (NAICS 4811), the RTE Cereal industry (NAICS 311230), the Department Store industry (NAICS 4521) and the Electronic Shopping and Mail-order Houses industry (NAICS 4541). We plot the share-weighted aggregate markup for the various 4 digit NAICS industries using in the Compustat sample, and this series is reported in red, the production-based approach using the full census of relevant producers is indicated in green (whenever a time-series is available), the values based on the demand-approach are indicated with a full circle, while external markups are indicated with diamonds.

The underlying sources are: **Brewing**: Compustat: share-weighted aggregate markup, demand and census based on analysis in [De Loecker and Scott (2016)], and external evidence from the 1996 Consumer Reports; **RTE Breakfast Cereal**: Compustat: share-weighted aggregate markup for Kellogs and Quaker), for the years 1988-1992 using three different sources (all reported in [Nevo (2001)]: production-based approach using the full census of cereal producers, the demand-approach using market-level data, and reported markups using industry reports (discussed in [Nevo (2001)]); **Steel**: Compustat: share-weighted aggregate markup, census based on analysis in [Collard-Wexler and De Loecker (2016)]; **Automobile**: Compustat: share-weighted aggregate markup, demand approach based on analysis in [Berry, Levinsohn, and Pakes (1995)], and census approach is obtained by applying [De Loecker and Warzynski (2012)] to the results reported in [Berry, Kortum, and Pakes (1996)]; **Airlines**: Compustat: share-weighted aggregate markup, the external evidence comes from a 2005 Hearing before the Subcommittee on Aviation Committee on Transportation and Infrastructure United States House of Representatives, by Morrison and Winston; **Department stores**: share-weighted aggregate markup, and census: calculations of the authors based on census reports; **Electronic shopping and mail-order houses**: Compustat: share-weighted aggregate markup, and census: calculations of the authors based on census reports.
(a) Markups: US Beer Industry

(b) Markups: US RTE Breakfast Cereal Industry

(c) Markups: US Steel Industry

(d) Markups: US Automobile Industry

(e) Markups: US Airlines Industry

(f) Markups: US Department Store Industry

(g) Markups: US Electronic Shopping and Mail Order Houses Industry

Figure 5.1: Markups: DLE and alternative sources
Appendix 6  Profit Rate without Capital

Figure 6.1: Profit Rate: with and without Capital.

Appendix 7  Return on Assets

Figure 7.1: Average Return on Assets.
Appendix 8  Excluding FIRE

We repeat the calculation of markups and the profit rate after excluding 2-digit sectors 52 Finance and Insurance and 53 Real Estate. The argument is that these sectors are very different from the rest of the economy. We also report the markups and the share of sales below in the sector-specific plots.

The markup and the profit rate for the sample without FIRE is reported in Figure 8.1. We find little difference in the pattern of the average markups for both specifications PF1 and PF2 (Figure 8.1a) compared to the sample with FIRE. Likewise for the profit rate (Figure 8.1b).

![Figure 8.1: Markup and profit rate without Finance, Insurance and Real Estate (FIRE).](image-url)

(a) Average Markup (PF1 and PF2) without FIRE  
(b) Profit Rate without FIRE
Appendix 9 Decomposition of change in markup at different sectoral level of aggregation

<table>
<thead>
<tr>
<th></th>
<th>Markup</th>
<th>Δ Markup</th>
<th>Δ Within</th>
<th>Δ Between</th>
<th>Δ Realloc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-digit sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1966</td>
<td>1.337</td>
<td>0.083</td>
<td>0.057</td>
<td>-0.017</td>
<td>0.041</td>
</tr>
<tr>
<td>1976</td>
<td>1.270</td>
<td>-0.067</td>
<td>-0.055</td>
<td>0.002</td>
<td>-0.014</td>
</tr>
<tr>
<td>1986</td>
<td>1.312</td>
<td>0.042</td>
<td>0.035</td>
<td>0.010</td>
<td>-0.003</td>
</tr>
<tr>
<td>1996</td>
<td>1.406</td>
<td>0.094</td>
<td>0.098</td>
<td>0.004</td>
<td>-0.008</td>
</tr>
<tr>
<td>2006</td>
<td>1.455</td>
<td>0.049</td>
<td>0.046</td>
<td>0.007</td>
<td>-0.005</td>
</tr>
<tr>
<td>2016</td>
<td>1.610</td>
<td>0.154</td>
<td>0.133</td>
<td>0.014</td>
<td>0.007</td>
</tr>
<tr>
<td>3-digit sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1966</td>
<td>1.337</td>
<td>0.041</td>
<td>0.029</td>
<td>-0.021</td>
<td>0.033</td>
</tr>
<tr>
<td>1976</td>
<td>1.270</td>
<td>-0.070</td>
<td>-0.060</td>
<td>-0.000</td>
<td>-0.010</td>
</tr>
<tr>
<td>1986</td>
<td>1.312</td>
<td>0.043</td>
<td>0.013</td>
<td>0.032</td>
<td>-0.002</td>
</tr>
<tr>
<td>1996</td>
<td>1.406</td>
<td>0.094</td>
<td>0.075</td>
<td>0.020</td>
<td>-0.000</td>
</tr>
<tr>
<td>2006</td>
<td>1.455</td>
<td>0.065</td>
<td>0.089</td>
<td>0.011</td>
<td>-0.035</td>
</tr>
<tr>
<td>2016</td>
<td>1.610</td>
<td>0.156</td>
<td>0.103</td>
<td>0.021</td>
<td>0.031</td>
</tr>
<tr>
<td>4-digit sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1966</td>
<td>1.337</td>
<td>0.002</td>
<td>0.016</td>
<td>-0.048</td>
<td>0.034</td>
</tr>
<tr>
<td>1976</td>
<td>1.270</td>
<td>-0.074</td>
<td>-0.061</td>
<td>-0.001</td>
<td>-0.011</td>
</tr>
<tr>
<td>1986</td>
<td>1.312</td>
<td>0.043</td>
<td>0.001</td>
<td>0.050</td>
<td>-0.009</td>
</tr>
<tr>
<td>1996</td>
<td>1.406</td>
<td>0.096</td>
<td>0.060</td>
<td>0.047</td>
<td>-0.011</td>
</tr>
<tr>
<td>2006</td>
<td>1.455</td>
<td>0.081</td>
<td>0.056</td>
<td>0.045</td>
<td>-0.021</td>
</tr>
<tr>
<td>2016</td>
<td>1.610</td>
<td>0.171</td>
<td>0.086</td>
<td>0.061</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Table 9.1: Decomposition of 10 year change in Markup at different levels of sectoral aggregation. Estimated Markup using PF1 (where elasticities are estimated at the 2-digit sectoral level). Note: for the 3 and 4-digit Δ Markup does not coincide with the ten year difference in the markup because some firms do not report 3 or 4-digit sector codes.

Table 9.1 reports the decomposition from Table 1 in the text, and in addition the decomposition at the 3 and 4-digit sectoral level. The average markup for a given year at each sector level is the same, and so is the change in the markup over the preceding 10 years. The variation Within, Between and the Reallocation are different depending on the disaggregation because equation (18) sums over different size sectors. Not surprisingly, the within sector variation that accounts for the change in markups is less sizable as we move from 2 to 3 to 4 digit sectors.
Appendix 10  Industry-specific trends

10.1  Markups by 2-digit Sector

We repeat the same exercise as in our benchmark model for 2-digit NAICS industries. We have found in Table 1 that most of the pattern of increasing markups stems from within industry increases. As a result, we expect the increase in markups to hold for different individual industries. The following figure documents this for all 2-digit industries. Below, we also list a table with the markups and their change between 1980 and 2016 for each of the 2-digit sectors.

![Figure 10.1: Industry Specific Markups.](image-url)
10.2 Estimated Output Elasticities by 2-digit Sector

Figure 10.2: Industry Specific Output Elasticities.
10.3 Sales Shares by 2-digit Industry

Figure 10.3: Industry Specific Market Shares.
For sectors 61, 62, 71, and 81 there is not enough data for at least one year to calculate the time difference. Recall that to calculate the elasticities, for that reason we use a five year rolling windows.
Appendix 11  A closer look at the Manufacturing sector

We repeat the analysis for the Census of Manufacturing where we treat Materials as the variable input instead of employment. The pattern in Figure 11.1 both of the average markup as well as the percentiles is similar to the markups that we calculate using employment as the variable input, and those from the publicly traded firms. Markups start increasing in the early 1980s. There is however a difference in the level of the markup, with the markups based on manufacturing being higher.

![Figure 11.1: Markups in the US Census of Manufacturers. The variable input is materials. Averages and percentiles are sales weighted.](image)

For the manufacturing sector we can compare the results from the Compustat and census datasets in greater detail. This is because in the census of manufacturing data we observe both expenditures on materials and employment. As discussed in the main text, one of the restrictions we face using the Compustat data is that we do not separately observe these; but rather rely on the bundle cost of goods sold (which of course captures additional expenses).

In particular, we compare the aggregate markup using labor and materials as candidate variable inputs, at census, with the aggregate markup obtained using COGS in Compustat. In Figure 11.2 the aggregate manufacturing markup (in red) using PF1 is repeated, and we compare it to two census-based series. First, the aggregate markup using materials as the variable input (the dashed green line), and second, the aggregate markup using labor as the variable input (the solid green line).

Given that all three specifications rely on distinct production technologies and therefore different output elasticities, we re-scale the census-based series to the value of the 1978 Compustat aggregate markup (around 1.26). The main focus is on the time series comparison; and the three series line up very closely, providing a very robust pattern of increasing margins during the eighties and nineties. Interestingly enough, the two census-based series strongly diverge during the last two census years (2007 and 2012). At this level of aggregation we cannot distinguish whether this due to compositional changes rather than firm-level changes in the input mix.
Appendix 12 Wholesale trade in Census

The strategy to rely on the set of Compustat wholesale firms, and read off their labor cost shares, is not useful in the case of the wholesale sector, and this for two reasons. First, there are only a handful of firms reporting total labor cost, and judging from their identities they more often than not contain global firms, potentially combining wholesale with other activities, such as manufacturing. This implies that the level of the cost shares is expected to be a very large upper bound to the actual cost share, and as such of the output elasticity. This is inconsistent with reporting of high capital-intensive wholesale plants and firms, with very few employees, of which a large share are plausible fixed in nature and therefore constitute an overhead. The latter further invalidates the use of the first order condition on employment to compute the markup.

Taking these set of limitations as given, we perform the following comparison. In Figure 12.1 we compare the aggregate markup series for wholesale as obtained by applying our approach to the set of Compustat firms, relying on the variable input cost of goods sold (red line), to the publicly reported gross margins of the entire wholesale sector (black line). Both series paint a very similar picture of the aggregate variable profit margins in the total sector.

Finally, we consider the sector-aggregate markup using the first order condition of employment. The green line in the second panel in the figure below denotes the series obtained with the set of Compustat firms. We overlay the aggregate markup obtained using the micro-census data (using a calibrated output elasticity of 0.085). Again the series are in broad agreement with each other. In fact in five out the seven census years, the values and patterns are remarkably similar. The census year 2002 has a sharper dip in the micro-census data, and a

\[ \text{Appendix 12 Wholesale trade in Census} \]

\[ \text{The latter is obtained from accessing the public files } \url{https://www.census.gov/data/tables/2016/econ/awts/annual-reports.html} \text{ and converting the reported gross margins to our definition of the markup } (\mu = P/c). \]

\[ \text{The difference between this green line in the right panel, and the red line in the left panel, is largely due to the different sample of firms reporting the cost of employment.} \]
stronger drop from the 1982 to the 1987 census year, but the trajectories are in fact the same.

Figure 12.1: Wholesale trade: margins in census and Compustat
## Appendix 13  Regressions of Market Value and Dividends on Markup Measure PF2

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln(\frac{\text{Market Value}}{\text{Sales}}) )</td>
<td>( \ln(\text{Market Value}) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ln(\text{Markup PF2}) )</td>
<td>0.71</td>
<td>0.64</td>
<td>0.56</td>
<td>0.18</td>
<td>0.73</td>
<td>0.65</td>
<td>0.59</td>
</tr>
<tr>
<td>( \ln(\text{Sales}) )</td>
<td>0.81</td>
<td>0.81</td>
<td>0.83</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Sector Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.05</td>
<td>0.12</td>
<td>0.21</td>
<td>0.68</td>
<td>0.68</td>
<td>0.71</td>
<td>0.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln(\frac{\text{Dividends}}{\text{Sales}}) )</td>
<td>( \ln(\text{Dividends}) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ln(\text{Markup PF2}) )</td>
<td>1.03</td>
<td>0.93</td>
<td>0.79</td>
<td>0.23</td>
<td>1.01</td>
<td>0.90</td>
<td>0.77</td>
</tr>
<tr>
<td>( \ln(\text{Sales}) )</td>
<td>0.94</td>
<td>0.92</td>
<td>0.93</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Sector Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Firm Fixed Effects</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.06</td>
<td>0.10</td>
<td>0.17</td>
<td>0.70</td>
<td>0.66</td>
<td>0.68</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 13.1: firm-level Regressions: market values and dividends on markups (PF2) (clustered standard errors by firm in brackets).